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Chapter 10

Application examples

This chapter presents five applications that illustrate tevmethods de-
veloped in the preceeding chapters can be applied undgonadical con-
ditions and how they can be combined to get a complete salofidault-
tolerant control problems. A three-tank system, a chenfioatess, a ship
propulsion system, a steam generator and a steering-leysystem for a
warehouse truck are considered, each of which have beestigated in
detail including experimental tests.

10.1 Fault-tolerant control of a three-tank system

10.1.1 Control problem

Consider the three coupled tanks depicted in Fig. 10.1. dtesks are connected
by pipes which can be controlled by different valves. Watan be filled into the
left and right tanks using two identical pumps. Measurementilable from the
process are the continuous water level®f each tank and, additionally, from tank
T, discrete signals from two capacitive proximity switchegnsilling whether the
water level in the tank is above or below the position of thesse

In the nominal case (Fig. 10.2), only the left tafikand the middle tanK’ are
used. The right tank; and pumpP; act as redundant hardware. The purpose of the
system is to provide a continuous water flgwt) = gy to a consumer. Therefore,
the water level in the middle supply-tafik has to be maintained within the interval
har, < ha < hag, i.€. between the two discrete level sensors of tBnk

Water flows between the tanks can be controlled by severeésdlisr,, Vioy,
Vasr, Vasg). All valves can only be completely opened or completelgetb(on/off
valves). The connection pipes between the tanks are placte dottom of the
tanks (pipes with valveBisy,, Vo31,) and at a height of i (pipes with valved/ oy,
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Vasm). One of the considered faults is a leakage in t@ihKsee below). If such a
leakage occurs, there is an additional outftgwof tank 73 (cf. Fig. 10.1).

Pump P, ! Pump P,

Outflow to
consumer

Fig. 10.1. Three-tank system

Dynamical model. Depending on the water levels and the position of the valves,
different non-linear state-space models are valid. In geyihe water flowy;; from
Tanki to Tankj can be calculated using the Toricelli law

qij = cij - sign (hy — hy) -/ |hi — Ry,

wherec;; is a constant depending on the geometry of the connectirgygig the
valve andh;, h; are the water levels. The change of water volurén a tank is
described by

V=A-h=23 dgn— dou, (10.1)

where> " gin is the sum over all water inflows and gou: the sum over all water
outflows of the tank. In (10.1)4 is the cross-section area ahdhe water level in
the cylindric tank. For the three tanks Eq. (10.1) yields:

. 1
hy = Z(QPI — Q21 — Qi2H — qL) (10.2)
. 1
hy = Z(QlZL + Q120 — G231 — G23H — q2) (10.3)
. 1
hy = Z(QPQ + @231, + Q23m) - (10.4)

The flows in Egs. (10.2) - (10.4) depend on the levels ho and h3 as well on
the position of the valves and the commands,, ups given to the pumps. For
example, the existence of the flays; depends on the water levéls andh, and
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the position of the valv& . The flow is only nonzero if the valve is open and at
least one liquid level exceeds the height of the upper connecting pipe.

More precisely, the following expressions are obtainedtlfier flows, with the
parameters given in Table 10.1:

qpr1

qp2

q12L

qi2H

q23L

4q23H

q2

qr

if h1 < hmax and cp1-up1 < qlrg‘i‘x

P it hy < hmax and cpy - up1 > ¢
0 otherwise,

cpa-upy if h3 < hmax and cpa - upy < ¢p3~

g if hs < hmax and cps - upy > ¢
0 otherwise,

C12L, sign (h1 — hg) |h1 — hg‘ if ViarL open

0 otherwise,

C12H \/|h17hH| if h1>hH, thhH, ‘/12H open
—ci20 \/|h2 — h| if hi<hpg, ho>hy, Viog Open
CloH Sign (hl —hg) \/|h1 —h2| if h1>hg, ha >hg, Viog open
0 otherwise,

C23]L, sign (hg — hg) \/ |h2 — hg‘ if Vosr open

0 otherwise,

cazr \/|he — bl if ho>hp, h3<hpg, Vazg Open
—ca3m \/|hs — hil if ho <hpg, hz>hp, Vazg Open
Co3H sign (h2 —hg) \/|h2—h3| if h2>hH, hg>hH7 Vosy open
0 otherwise,

a2V ha if ho >0

0 otherwise,

cpvhy if hy >0 and leakage in tank 1
0 otherwise.

Nominal configuration. In the nominal case, valveg .y, Vaosy, Vasp, are closed
and not in use. Valv&, g is used to control the water level in tafik, pumpP; to

control the level in tank . To control the water levels in the reservoir-tafikand

the supply-tankis, a conventional Pl-controller and an discrete (on-off)toalier

are used (Fig. 10.2):
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Table 10.1 Parameters and variables of the three-tank system and the controllers

hi, ha, hs

[m]

qprP1,49prP2,492, 4L [mS/S]

Tank levels in meters

Volume flows in cubic metres per second

qi2L, q12H [m3/s] Volume flows in cubic metres per second
q23L, q23H [m3/s] Volume flows in cubic metres per second
A 1.54-10"?m? Cross-section area of both tanks
hmax 0.60 m Height of both tanks
hy 0.60 m Height of both tanks
ciar 1.6-10*m®/?/s  Flow constant of valvé/a,
Ciam 1.6 -107*m®2/s  Flow constant of valvé/;s
231 1.6 -10~*m®/?/s  Flow constant of valvé/zs,
o3 1.6 -10~*m®/2/s  Flow constant of valvé/os i
c2 1.6 -10~*m®/? /s Flow constant of the outlet of tank 2
cr 1.6-10"*m®/?/s  Flow constant of a leakage in tank 1
cp1 1.0-107*m?/s Flow constant of pump 1
cpa 1.0-107*m?/s Flow constant of pump 2
qp 1.0-10"*m?/s Maximum flow of pump 1
gpex 1.0-107*m?/s Maximum flow of pump 1
Rt 0.50 m Set point of PI controller
Kp 10.0 1/m Proportional gain of PI controller
K 5.0-10721/ms Integral gain of PI controller
hor 0.09 m Position of lower discrete level sensor
hom 0.11m Position of upper discrete level sensor
Pump P, Pump P,
on-off
controller| ”:©:
r s HLO
‘1 PI
controller

}Ll

upi (t)

Fig

Outflow to
consumer

Vyen Tank T;

. 10.2. Nominal configuration of the three-tank system

k(ha (), IE)

Kp - (hrff —hi(t)+ Ky - /Ol(hrff — hq(1))dr

(10.5)
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open : he < hop,
i = close : he > hogyg (10.6)
nochange : hop < hy < hog ,

where Kp and K; are controller parameters aMff is the set-point for tank;.
Equation (10.6) describes under what conditions the oraftroller changes the
position of the valve from opened to closed or vice-versd.parameters of the
controllers are given in Table 10.1.

In summary, the nominal behaviour is characterised by theWng:

e Only the left and middle tank are in use, water leiglmust be medium, the
set-point forh, is chosen tdzrff.

e ValvesVisor, Vs, Vogy are closed.

e No leakage occursyf, = 0).

e The Pl-controller (10.5) controls the leve| of tank T} with pump P; using a
continuous level sensor.

e The on-off controller (10.6) controls the levie} of tank 75 with valve V; using
discrete level sensors.

Reconfiguration problem. Three different fault scenarios are given:

1. Faultf;: Valve V4 is closed and blocked.
2. Faultfs: Valve V155 is opened and blocked.
3. Faultfs: A leakage in TanK occurs ¢z # 0).

The reconfiguration task is to firmltomaticallya new control configuration of the
three-tank system such that

o the water levehs, remains betweeh,;, andhyy for all scenarios, i.e. the relation
[ha(k)] = medium (10.7)

should hold fork > k for a possibly smalk.
e for scenario 3, the loss of water is minimal, i.e.

[h1 (k)] = empty (10.8)
should hold fork > k for a possibly smalk.

The reconfiguration task consists in finding a new contraicstire by selection of
actuators and sensors, new control laws and new set-pointid control loops,
such that the control aims above are met. If needed, the usslohdant hardware
components is possible. Obviously, the idea of reconfiguratannot be satisfied
by simply changing the parametek% or K, but a structural change of the system
is necessary.
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10.1.2 Generic component-based analysis of the three-taskstem

This section applied the methods elaborated in Chapterhktthtee-tank example.

Modelling of the field components. The three tank system is composed of the
interconnection of 14 elementary components, namely

e 4valves:Vy, Vis, Va, Vas,
2 pumps:Py, Py,

3 tankS:Tl, Tg, T’?,7

3 level sensorsk;, Lo, L,
2 controllersC; Cs.

The interconnecting pipes might also be considered as coemps, if the service
they deliver was to be analysed.
The generic model of each of these components should include

1. its use-mode automaton,
2. the list of services associated with each use-mode.

Valves. Consider first the valveg;, i = 1, ...4, and assume they are all described by
the same model, with the use-mode sdfiz off, V;_maintenancel;_automati¢,
associated with the service lists:

e V; off: V,_to_maintenancd/;, _to_automatic

e V;_maintenance: V;_open, V;_ close, V;_open_manual, V;_close_manual,
V;_to_off,V; _to_automatic

e V, automatic:V;_open,V; close,V; to_off,V;_to_maintenance

Since only the automatic behaviour will be of interest fag thalves as well as
for the other components, the partial model associated thi¢hautomatic opera-
tion mode, whose services &®;, open,V;_ closelis the only one which will be
considered.

The definition of these services in terms of consumed, predivariables and
procedure is as follows, wherg is the flow through valve, Ap; is the pressure
drop between the input and output of the valve, anid a parameter.

Service Consumed | Produced Procedure ‘
Vi_open : Ap; 4 @i = k; sign (Api)\/|Ap]
V;i_close : Ap; ¢ q; = 0,VAp;

Pumps. Each pumpP;,i = 1,2 can provide the single serviekliver_(Q; where
Q); is the flow parameter associated with the request for thév/&télservice, andy;
is the flow really delivered.
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‘ Service ‘ Consumed‘ Produced‘ Procedure‘
| deliver_Q; | Qi | qi | a=0Qi |

Tanks. Each tankl;,i = 1,2, 3 can provide the servicé&;_store, wherel; is the
level in tanki , Ag; is the difference between the input and output flows in thi,tan
[P anda; are parameters.

Service | Consumed Produced’ Procedure ’
T;_store Ag; l; li(t) =
min {max {0, a; [ Ag;(t)dt} , 1>}

Sensors.Each sensof;, i = 1,2, 3 can provide the servidevel value;, wherel;
is the true level in tank; h; is its measured value (estimated by the sensorydad
a given function.

‘ Service ‘ Consumed‘ Produced‘ Procedure‘
‘ level_value; ‘ l; ‘ hi ‘ hi = g(li) ‘

Controllers. ControllerC, produces thé); parameters of the pumps. Two services
are provided, namelgnax flow which delivers the control signal for the maximum
flow andregul_flowwhich delivers the control signal for a Pl regulated flow, vehe
QM is the maximum value of the flow which can be requested frompuin

w; 1S the reference level for the Pl controller, aA@>;, (respectivelyK;;) are the
proportional (respectively integral) coefficients of tHeé&gulator.

‘ Service ‘ Consumed‘ Produced‘ Procedure ‘
max _flow, : - Qi Qi = Q"™
regul_flow; : hi,w; Q; Q; =
Kpi(h; —w;) + Kp; [(hi —w;)dt

ControllerC, provides the serviceontrol_V;, which is associated with an on/off
regulation, and which requests th& open and V;_close services of the valves,
whereh; , b are the min/max level values associated with the on/offleggy v;

is the control request to vahig(v; € {open,closg) .
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Service Consumed| Produced Procedure

h; < h; = v; = open

trol _V; : h/’h'iah"i» J
control_V; i Ny 5 Ny Vi h; > h} = v; = close

Use-modes and objectivesThe definition of the use-mode set of the overall sys-
tem, and for each use-mode the definition of its associatgttles directly result
from the specification analysis. For the three-tank systemdifferent objectives
are the following:

Objective 0: No action

Objective 1: Reach the level set points as fast as possible
Objective 2: Regulate the levels to the set points
Objective 3: Completely empty the system

Objective 4: Protect the environment.

The following table gives the different use-modes and tlse@ated objectives.

Number of use-mode Name Objectives
0 No_operation 0
1 Preparation 1,4
2 Regulation 2,4
3 End_of production 3,4
4 Fall_back 3

The associated use-mode management graph is given on Eg. 10

Start of Preparation

production

Set points
reached 7]

Leak

No operation Regulation

Tanks
empty |

End of production Fall back

Leak repaired

Fig. 10.3. Use-mode management graph
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High-level services. Objectives are achieved from the services provided by the
system elementary components. Figure 10.4 gives the pgiedutiécomposition of
the three-tank system, which is decomposed into three stdisg, each of them
constituted of one tank and its instrumentation.

3 Tank system 3 Tank 5ybtem

Subsystem 1 Subsystem 2 Subsystem 3 Subsystem 1 Subsystem 2 Subsystem 3

VAL \ >

P1 T1 V1V13T3 VC V2V23T2 P2 PI controller ~ On/off controller

Hardware decomposition Software decomposition

Fig. 10.4. Pyramidal decomposition

The services of the elementary components define “instmigti(a basic vocabu-
lary) with which “programs” (words formed on this vocabuylarsing given connec-
tors) can be written to deliver services of higher level. Téssible combinations of
elementary services which provide the subsystem 1 (ra@gpBcsubsystem 3) ser-
vices are given by the first column of table 1 (respectivatyg@) where the writing

S1.2 = {T)_store, deliver_Q,Vy_close, Vi3_open}

means that the four elementary services in the bracketses@en to provide the
high-level service: “decrease level in Tank T1". Note tlaicording to the control
architecture, this high-level service could be implemdnte different ways, for
example:

T,_store // deliver_Q, /] Vi_close /] Vi3_open

(where // means the parallel execution connector) if the pamd the valves are
intelligent actuators with their own processing unit, or

T,_store /| PV
wherePV is defined by the program:

do
deliver_Qy
Vi_close
Vis_open
end_do

which corresponds to the “wordleliver_Q1/Vi_close/Vi5_open, where / is the
sequencial execution connectorHf, V1, Vi3 are controlled by the same processing
unit. The corresponding functional interpretations in¢chse where the services are
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run from the regulation nominal conditions are given by teeosid column of the
tables.

Table 10.2 Service of subsystem 1: A functional interpretation
for hy = 0.5 m, andhs; = 0.1 m

‘ Feasible combination ‘ Functional interpretation

if Q1 # 0increase

S1.1= level 1, else keep

{T_store, deliver_Q1,V1_close, Vi3_close} level 1 constant

S51.2 =

{T_store, deliver_Q1, V1_close, Vis_open} decrease level 1

S1.3 =

{T_store, deliver_Q1, Vi_open, Vis_close} decrease level 1

S1.4 =

decrease level 1

{T_store, deliver_Q1, V1_open, Vi5_open}

Table 10.3 Service of subsystem 3: A functional interpretation
for hy = 0.5m, andhs = 0.1 m

‘ Feasible combination ‘ Functional interpretation
S3.1 = {Ts_store, Vi_close, Vi3_close} decrease level 3
S53.2 = {T5_store, V1_close, Vis_open} increase level 3
S53.3 = {T5_store, Vi_open, Vi3_close} increase level 3
S53.4 = {Ts_store, Vi_open, Vi3_open} increase level 3

Services of subsystems 1 and 3 can themselves be associgieaide services
at the system level. As in the previous step, feasible aag8ons are automatically
generated by the exploration of the possible service coatibims taking care that
the choice of a Table 10.3 service may impose the choice obke Td).4 service,
since a part of the elementary services implied in the aggeeone are the same.
For example, a service which makes us&’ofopen cannot be run simultaneously
with a service which makes use Bf_close. Feasible combinations of group 1 and
3 services to provide system services are given by the fitahgoof Table 10.4.
The corresponding functional interpretation in the caserelthe service is run from
the regulation nominal conditions is given by the secondmol.
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Table 10.4 High-level services: A functional interpretation fof = 0.5 m and
h3 =0.1m

‘ High-level service ‘ Functional Interpretation
S50.1 ={S1.1,53.1} | increase or keep level 1, decrease leve| 3
50.2 = {S1.2,53.2} decrease level 1, increase level 3
50.3 = {S51.3,53.3} decrease level 1, increase level 3
504 ={S14,53.4} decrease level 1, increase level 3

Table 10.4 shows that there is no service which allows to Keeyk 1 and Tank 3

levels constant. Consequently the regulation objectiveocdy be performed by re-
questing successively level-increasing and level-deangaervices. The regulation
objective achievement requires the level set pointshs , h; as input and can be
provided by different versions, which are given by

M2.1 ={50.1,50.3,level_values, level_valuey, regul_flowy, control_V;}

M2.2 ={50.1,50.2,level_values, level_valuey, regul_flows, control_Vis}

M2.3 ={50.1,50.4,level_values, level_valuey, regul_flowy, control_Vi,
control_Vis}

The algorithm which realises servidé2.1 could be, for example:

Algorithm 10.1 M2.1 algorithm

Inputs:  wy, hy, hi
Do: Until end of regulation service.

1. regul_flow_ Q4 1 Q1 = f(wy, hy).
2. control_V; vy = f(ha, hy, hy).
3. if v;1 = open then S0.3 else SO.1.

Faults scenarios.When faults occur, some lower level services become unéaila
or become permanent in time. The available versions of thie-level services are

those which do not require the lost low-level services andliich the permanent

low-level services are implied. Let us consider three eXamp

Scenario 10.1The current operation mode is UM2, and the currently used ver
sion for achieving objective 2 is the nominal one M2.1. Siggpthat Valve/; gets
blocked closed. The analysis is as follows:

e Servicel_close gets permanent in time and servig open becomes unavail-
able. Therefore, services S1.3, S1.4, S3.3, and S3.4 begnawailable, which
implies the unavailability of services S0.3 and S0.4.



516 10. Application examples

e There exists one version, namely M2.2, which can be run teaelhe regulation
objective, since it does not make use of any unavailableiceerThe nominal
version can no longer be provided but objective 2 can stilidfgeved, thanks to
service reconfiguration.

Scenario 10.2The current operation mode is UM2, and the currently used ver
sion for achieving objective 2 is the nominal one M2.1. Siggpthat Valve/; gets
blocked open. The analysis is as follows:

e Servicel; open gets permanent in time and servigg close becomes unavail-
able. Therefore, services S1.1, S1.2, S3.1, S3.2 becomailaide, which im-
plies the unavailability of services S0.1, S0.2.

e The nominal version for achieving objective 2 can no longempbovided, and
no other version can be performed, since service S0.1 is crntonall versions.
Level 1 cannot be kept t@5 m, and it makes no sense to stay in UM2 any longer.
A possible solution is to move to another use-mode whoseions$oth do not
contain the regulation one and can be fulfiled using the rediget of remaining
services. Another possible solution is to change the algimssion parameters
so as to make success possible, e. g. change level 1 set pomuf to wi,
wherewj is the level of the valvé/; connecting pipe. With this new objective,
Tables 10.2, 10.3, 10.4 becomes Tables 10.5, 10.6, 10.y ffomfunctional in-
terpretation changes) and level 3 can be regulated usingfdhe versions given

by
M2.1 ={50.3,50.4,level_values, level_valuey,regul_flow_Q1, control_Vis}.

Table 10.5 Service of subsystem 1: A functional interpretation figr = wj and
hg =0.1m

‘ Feasible combination ‘ Functional interpretation
if Q1 # 0increase
S1.3 = level 1, else keep
{T1_store, deliver_Q1, Vi_open, Vi3_close} level 1 constant
S1.4 =

decrease level 1

{T_store, deliver_Q1,V1_open, Vi5_open}

Table 10.6 Service of subsystem 3: A functional interpretation figr = wj and
h3 =0.1m

‘ Feasible combination ‘ Functional interpretation

S53.3 = {T5_store, Vi_open, Vi3_close} decrease level 3
S53.4 = {T_store, Vi_open, Vi3_open} increase level 3
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Table 10.7 High-level services: A functional interpretation fby = wj andhs =
0.1m

‘ Feasible combination‘ Functional interpretation

50.3 = {51.3,53.3} | decrease level 1, increase level|3
S50.4 ={S1.4,53.4} | decrease level 1, increase level|3

Scenario 10.3There is a leak in Tani’;. The corresponding storage service be-
comes unavailable and the environment protection obc@n no longer be ful-
filled. The system has to be moved to an use-mode in which Hjtive does not
appear, namely the fall back use-mode. In this use-mode\ang objective 3 leads
to completely empty the tanks.
As a remark, it should be noted that for the combination ofk§af, and75 to

appear as a redundant hardware allowing further reconfigarabjective 2 should
have been formulated as: “regulate levels 1 and 3 or levetslBdo the set points”.

10.1.3 Solution of the reconfiguration task

The reconfiguration problem of the three-tank system iresudiscrete decisions
that have to be made concerning the choice of the actuat@msensors, the con-
troller and the set-points. Therefore, it is reasonablest airepresentation of the
three-tank system which refers directly to these decisaiables. The method pre-
sented in Section 9.7 will be applied here, where the noardehistic automaton

is abstracted from a discrete-time version of the contisuariable model (10.2) —
(10.4).

Partitioning of the signal spaces.The quantiser of the levél; is already given in
the problem formulation, where this level is only known ts@se one of the three
qualitative valuesow, mediumor high. The quantisers fak; andhs are introduced
deliberately, because the decision concerning the reeoafign of the controller
does, in general, not depend on the precise quantitativeswalbut on a global
assessmerft] of the state. Hence, the signal spaces of the tank levelsstiggned
into the six intervals described in the following table.

[h;] = empty h; €[0,0.09 m)

[h;] = low h; € [0.09 m, 0.11 m)
[hi] = medium | h; € [0.11 m, 0.49 m)
[hi] = high h; € [0.49 m, 0.51 m)
[hi] = full h; € [0.51 m, 0.60 m)
[h;] = over flow | h; > 0.6 m

Instead of the tank levels, only the qualitative valueié;] are assumed to be known,
which form the vector
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[(k)] = (M (R)], [ha(k)], [ha(R)])".

For the valves, the qualitative valuel®sedandopencorrespond to the quantitative
valuesPos(V) = 0 or Pos(V) = 1, respectively. The set point®! is assumed to
have one of the qualitative valugs, ] of the level of Tankl’ and the pump?>; is
assumed to have three qualitative values as shown in ttesvioly table:

[Vi] = closed Pos(V;) =0
[Vi] = open Pos(V;) =1
[Q3°] = of f 2’ =0

[Q2%] = medium | Q5* = 0.5 Qumax
[ng] =on 52 = max

The discrete input vectdi (k)] is composed of the qualitative input values simi-
larly as the qualitative stafe:(k)] .

Qualitative modelling of the tank system.A model (9.38) of the three-tank sys-
tem subject to the three faults considered can be obtaineghblying the abstrac-
tion method developed in Section 9.4.3. For the reconfigurgiurposes, a non-
deterministic automaton is used rather than a stochadticreaion. The automaton
takes into account all three tanks, because the right taskdhbe used in case of
the fault f3. As the levels in Tank%; and73 are quantised into 6 intervals each and
the level of the middle tank into three intervals, the autmmaas6 - 3 - 6 = 102
states and cannot be shown here.

After the qualitative model has been obtained by the ab#braprocedure, the
controller has been found by Algorithm 9.3. With the requoiemts given for the
three-tank system, the s&h;,, () of admissible operation points is given by

Zaim (f) = {[x] : Egs. (10.7) and (10.8) are satisfled
For fault f1,
Zaim (f1) = {([h1], medium, [h3])" with arbitrary[hi], [hs]}

holds. The functiork, can be represented as a tabular showing the relation among
the different faultsf, the qualitative stater] and the qualitative inpyt].

Experimental results. Experiments with the three-tank system have been made
with sampling timeT, = 7s and with the quantiser described aboye(k)] is
measured by capacity sensors that indicate merely whetbdiquid level in the
tank is above or below the sensor position. At tilne- 0 the fault-tolerant control
algorithm is informed about the current faylt which has been applied to the tank
system earlier and which has brought the tank levels to “g/tealues. Then the
computer selects the control input according to the cotamlk,.
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The experimental results are shown in Fig. 10.5 for fguland the initial state
xo = 0, which corresponds to the extreme assumption that aftefatiiehas oc-
curred, the tank system is emptied until the fault has beentified. This extreme
assumption is made to show the effect of the discrete cdatrathich works unter
the influence of the fault. The controller uses the valyg, as new control input
and brings the system into the required state within ab@it. In the experiment
shown in Fig. 10.6, Faulf, occurred. The controller reduces the set point of the
level controller of TankT to [hi*f] = medium and uses again the valig,;, to
bring the level of Tank’ to the required valueredium.

10.2 Diagnosis and fault-tolerant control of a chemical proess

In this section, fault diagnosis and fault-tolerant cohéire applied to two chemical
processes, where in the first case a fault-tolerant temperand level controller
should be applied whereas in the aim of the second case ietaiate disturbances
concerning the conductivity and temperature of a liquidthBoroblems are tackled
by means of linearised models. The experiments with ingstguipment show
impressive results with the methods developed in this badgkalso point to the
restrictions of the fault tolerance if the process divergassiderably from the oper-
ation point and the nonlinearities shift the plant progsrfrom the nominal ones.

10.2.1 Fault diagnosis by means of a discrete-event model

The experimental set-up used for the test of qualitativgriiatic methods is de-
picted in Figs. 10.7 and 10.8. Although the main modellingbbtems are posed by
the stirred reactor, which is depicted in the middle of Figy91 the faults affect other
parts of the whole system as well.

Figure 10.9 shows the part of the process that is considergigef. An inflow-
ing liquid is heated in the stirred tank reactor such thatatnélowing liquid has a
temperature of approximate)° C. The temperature is controlled by a dual-mode
controller switching both heating elements simultanepwosl or off such that the
temperature in the reactor is held betwé&®nand 71° C. The liquid level in the
tank is controlled by means of a dual-mode controller thanspthe outlet valve
half or completely such that the level in the reactor varigsvieen30 and40 cm. In
Fig. 10.13, the faultless behaviour of the process is depidhe valve$’, andVyg
are additional inputs which are not used under faultlesslitions but may be used
in fault-tolerant control. With these valves, water of tesrgiure 20 C or 90’ C,
respectively, can be put into the reactor.

Faults. In the following, three faults will be considered, which blbck the con-
trollers and, hence, necessitate a reconfiguration of theaalgorithm:
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valve, fault tolerant input

stirred
tank
reactor

outlet
valve

pump
Fig. 10.7. The chemical plant TINA

Heating element fault.If a single heating element ceases to operate, the heating
power is insufficient to maintain a reactor temperaturesfC.

Valve fault. If the outlet valve is stuck in the completely opened positiafter
some time, the liquid level falls belo) cm which is below the top of the heating
elements and therefore causes a safety mechanism to tutredikating and to
deactivate the temperature control. Fault-tolerant cbhts to prevent the safety
system from shutting off the plant.

Cooler fault. The temperatur&;,, of the inflowing liquid is the output of another
process including a cooler, which may fail. Under normalditons, the tem-
perature i23° C. In case of the cooler fault, the temperature of the inflowing
liquid rises t090° C such that cooling rather than heating in the stirred reastor
necessary.
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Fig. 10.8. Schematic diagram of the overall process

5

For the plant considered here, the first two faults are ialefiaults whereas the
third fault is an external fault (cf. Chapter 3).

Plant model for diagnosis. For the demonstration of the diagnostic algorithm,
the system under consideration is the stirred tank reactobmed with two dual-
mode controllers. As the block diagram depicted in Fig. QGshows, the plant
has the four input signals;,,, Pump, Voo andVyo, whose interpretations are also
given in Fig. 10.9. The dual-mode controller is considersc gart of the system
whose faults should be diagnosed. The measured output tertiperaturel” and
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Inlet valves

VZO

Pump Liquid 20°C
(half, full) power

VF)(]
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301 Dual-mode
temperature
201 controller
69...71°C
Heating / Dual-mode
elements level
0 —TT controller
(off7 on) 30-40 cm
. Outlet o ]
Stirred valve

reactor (half,completely) open

Fig. 10.9. Part of the process used for the experiments

the liquid levelh of the reactor. The three faults are considered as additiopats
to the system.

The chemical plant has continuous as well as discrete sighat example, the
temperatures are continuous whereas the input signalsagedéy the dual-mode
controllers are discrete. Therefore, the quantised systpproach explained in
Chapter 9 is useful, because all signals are interpretedramy as discrete sig-
nals.

A state-space model of the reactor can be derived with thedipvel and the
temperature as the two state variables. Two differentish#gns occur, where the
first is analogous to the equation used in the tank exampteigimout this book
and the second results from an enthalpy balance. These fieoediial equations
have been combined with the switching conditions of the -thuadle controllers,
which results in a hybrid model of the system to be diagno&eeth dual-mode
controller has two discrete state variables, which areidensd to be immeasurable
and should be observed. The overall state space consists abntinuous and two
discrete state variables.

The qualitative model is abstracted from a quantitative ehéar a sampling time
of T, = 120s. The liquid temperature and the level are the output sigriads
the qualitative model, the partitioning of the continuaasiable subspace, which is
identical to the partitioning of the output space, is deggidn Fig. 10.11. The size
of the state sets around the set-point76fC is chosen smaller than in the other
regions of the state space. Likewise, the input space uséldebgontroller of the
faultless system is partitioned. The additional input algnwhich may be used by
the fault-tolerant controller, are the positions of twowes 15, andVy,, which can
be completely opened or closed, only.
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Fig. 10.10. Abstraction of the qualitative model

The result is a stochastic automaton with 400 states.

Experimental results for state observation. The observation algorithm described
in Section 9.5.3 is applied to determine the discrete sthtbeodual-mode con-
trollers. These discrete states coincide with the contqolii generated by the con-
trollers, which switch the heating on and off and determimeegosition of the outlet
valve. The reactor temperatufét) and the liquid leveh(t) are used as output mea-
surements. The task considered here is to determine thewhde controller states
from the quantised measurement information.

The input and output signals measured in an experiment Wihaultless plant
are depicted in Figs. 10.12 and 10.13. The first figure showsptimp power
Pump(t) and the input temperatufg, (¢). The two other input signals shown in
Fig. 10.10 are constant. The measured reactor tempefAtangl liquid levelh are
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Fig. 10.13. Output measurements

depicted in Fig. 10.13. This figure also shows the true discstates of the dual-
model controllers, which correspond to the heating switghand the valve posi-
tion. These discrete states have been assumed immeasanabltherefore, to be
reconstructed by the observation algorithm.
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Fig. 10.14. Qualitative observation result
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The observation result is shown in Fig. 10.14. The prohiadsliof the dual-mode
controller states are depicted in grey scale. A dark colepresents a high and a
light a low probability. All measurement information hasbequantised according
to the chosen signal space partitions before they are peddsy the observation
algorithm.

The grey rectangles for the initial time point show that tfeekte controller states
cannot be determined from the measurement obtained forsghérie instant alone.
The algorithm has been initialised with a uniform distribatover the qualitative
states. At the second time step the heating position canigaely determined to be
“off”, whereas three quantised measurements are necessdetermine the valve
position to be “half-open”.

The quality of the observation can be evaluated by compatiegobservation
result with the true results shown in Fig. 10.13. It can benst®t the observation
algorithm provides a good approximation of the discretdradler states. This state
observation is incorporated into the diagnostic algoritesacribed in the following.
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Fig. 10.15. Fault diagnosis of the reactor
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Diagnostic results. The diagnostic algorithm developed in Section 9.6 is applie
As a heating fault means that the temperature control lo@pé&ned and, hence,
the control aim can no longer be met, the reactor was equipftbdh fault-tolerant
controller that closes a loop around the system consideréatslt uses the reactor
temperature and liquid level as system output and the valxeandVy, as control
input (Fig. 10.15). The controller gets the diagnostic leas further information.
The additional controller is used here to hold the reactoa lbng time interval
inside its region of acceptable performance. The experisenade to demonstrate
the diagnostic algorithm.

As the diagnosis also concerns the cooler fault, the inpaupegaturel;, is not
used as measurement.

Figure 10.16 shows the experimental results. The uppeoptre figure includes
the immeasurable input temperatdtg and the pump powePump and the middle
part depicts the reactor temperatttend the liquid levek together with the input
signalsVag andVyo generated by the fault-tolerant controller, which bringuatban
additional cold liquid inflow or hot liquid inflow, respecaly.

The first fault is a break-down of a heating element at time 8ftbnds. As the
second fault, at time 2700 seconds, the cooler breaks dohichveads to the in-
creasing temperature depicted in the upper part of the figure

Figure 10.17 shows the diagnostic result. The algorithntaged in the start-up
phase of the process, when the reactor temperature wamstltbw and the fault-
tolerant controller opens the val¥g, to let hot liquid into the reactor to increase
the temperature. The diagnostic algorithm provides thé faobabilities, which
are also depicted in Fig. 10.17. It can be seen, that botlsfavhich also occur
in combination, are detected quickly and uniquely, and #ilgevfault is explicitly
excluded.

After approximately ten minutes, the heating element facdiurs. It can be seen
in Fig. 10.17 that the diagnostic algorithm finds this fadlbace. To prevent the
reactor from leaving its region of acceptable performarice,fault-tolerant con-
troller opens the valv&y, to let hot liquid into the reactor in order to stabilise the
temperature despite of the reduced heating power. As atréselexperiment can
be continued.

After one hour, in addition to the heating element fault, aleo fault occurs.
The input temperature starts to rised@ C'. Note that the diagnostic algorithm is
not supplied with the depicted information about the terapee, but assumes that
the input temperature is low (i.e. betwe2h and 30°C). However, the diagnostic
algorithm detects the fault (Fig. 10.17). By using this mnfiation, the fault-tolerant
controller starts adding cold liquid by opening val¥g and thus returns the process
into the region of acceptable performance.

10.2.2 Reconfiguration of a level and temperature control lop

For a demonstration of the control reconfiguration in casarofictuator failure
the part of the chemical process shown in Fig. 10.18 is cens@d The control
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objectives are to maintain a constant liquid level and a teorigemperature in the
reactor tankB; and, thus, producing a constant product outflow. To achiasehot
and cold liquid can be brought into the reactor from Tahksand B5. The main
reactorB; can be heated and cooled.

In the nominal case the liquid level is controlled by adjogtihe cold liquid inflow
from Tank B; and the temperature by means of the heating.

Product

Fig. 10.18. Plant used for control reconfiguratioh( - level control,
TC - temperature control
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Plant model. The plant model contains three states: the reactor coitgntthe
reactor temperaturé@g, and the content of the cold liquid tankss;. From a mass
balance, the following equations are obtained

Ves(t) = kpoupa(t) — gs1(t)
Vei(t) = qa(t) +g51(t) — qrout(t)
: q21(t) g51(t)
Vg (t = Y t) — U t + (Ups(t) — 0 t
B1(t) (Up2(t) — IBa( ))Vm(t) (UB5(t) — Ip1( ))VBl(t)
Uheat (t)kheat
Vpi(t)
where for the liquid flows the relations
g1(t) = kpiupi(t)
gs1(t) = Ky 12459/ hps(t) +1.07
Vei(t
Q1lout (t) = kVQ j;() +1.4
B1

hold. hg5(t) is the liquid level in the spherical taris, un.q: (t) the heating power,
knear @ heating coefficientypy (t), up2(t) anduy 1 (¢) the control input to the two
pumps and to the Valve; and A the cross-section area of the TaBk. After a
linearisation of this nonlinear model around the operapioimt of 9 5; = 40°C, the
following linear model is obtained:

Vs (t) —046 0 0 Vs (t)
Vei(t) | = 1073 4046 —033 0 Vi (t)
D1 (t) —0.48 0.008 —1.1 9 p1(t)
t
0.09 —0.023 0 0 ura(t)
uv1(t)
+ 0  +0.023 +40.05 0
’u,pl(t)
0 —0.024 +40.02 0.223
uheat(t)
hps(t)
y = hpi(t)
9p1(t)
The nominal proportional controllers are defined by:
uy1 (t) = —0.5 VBI (t)
Uheat(t) = —0.51931(t)
upa(t) = —1Vps(t).

They can be represented as
u(t) = —Ky(1)
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with
05 0 O
K 0 1 0
0O 0 O
0O 0 0.5

Note that these controllers do not use the control ingut, because the matrik
has a vanishing third row.

Faults. Several severe faults can occur that open the control Ié@pexample, due
to a heating failure, the reactor can no longer be heatedpgging or blockage of
Valve V; can bring the level controller out of operation. In the faling the heating
failure and a blockage of Valvi in its nominal position will be considered.

Controller reconfiguration after a heating failure. After a heating failure has
occurred, the temperature controller
Uheat (t) = —05 1931(15)
has no influence on the process. The system in the nominaharfdulty case has
the matrices
0.09 —0.023 0 0
+0.023  40.05 0
0 —0.024 +0.02 0.223

0.09 —0.023 0 0
By = 0 +0.023 +0.05 0 |,
0 —0.024 +0.02 0

B

I
o

which distinguish in the last column. Both matrices haveghme rank and can be
related to one another by the matrix

1 0 0 —-172
N — 0 1 0 —6.72
0 0 1 3.09
0 0 0 0
such that the equation
B;N=B

holds. Hence a complete reconfiguration is possible by ukethird control input,
which is not used in the nominal case. The reconfigured cletro

u(t) = ~NKy(t)

has the controller matrix
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0.5 0 —0.86

NK — 0 1 -3.36
0 0 155
0 O 0

Obviously, the fourth actuator is no longer used. The efédédhis actuator is dis-
tributed among the three remaining actuators, which careeer & the last column
of the new controller matrix. With the reconfigured contglithe behaviour of the
nominal system is completely reproduced.

Controller reconfiguration by means of a virtual actuator. The loss of the ac-
tuatorV; does not affect the operation point, but it breaks the lepatrol loop for
the reactorB;. The use of a reduced virtual actuator allows to keep the mami
controller while changing the control structure as litteepmssible.

;

:
D <,
V1

|
o

B
S,
>

Virtual
actuator

Fig. 10.19. Reconfigured controller including a virtual actuator

In the terminology of Section 7.5.3, the directly influenlegbartz -1 of the plant
state is defined by'z5 and¥ g1, while x ¢ is the single state variablés:

=1 (1) = ( i ) L () = Vi),

The(1, 2)-parameter matri®\f is determined by pole placement. The element of
M that is acting on’z; has no influence on the actuator pole and is, therefore, set
to 0. The other value is chosen so that the actuator pole tlie$.&04 in order to
make the influence of the virtual actuator on the closed-kbomamics as small as
possible. The application of the method explained in Sacti®.4 to this example
leads to
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To(t) = —0.004d5(t) + 0.0229 uyo (1)
0.015 —0.107
w(t) = —0.318 | @a(t) + 1.78 | uv2,gr(t)
0 0
-8
yt) = 0 |20
1

The function of the reduced virtual actuator can be desdré follows (Fig.
10.19). The inputy1 (¢) is not available to control the inflow into the main reactor,
but this inflow also depends on the level in TaBk and, hence, ofvgs. In order
to reach the same effect as the broken actudfpg(t) is increased or decreased
by influencing the PumgP; via the inputups(t). As Vps(t) cannot be changed
instantaneously, this “replacement action” is slower than direct action of the
nominal control loop on the valv®; and leads to a slower reaction of the system
under the influence of the reconfigured controller.

In mathematical terms, the virtual actuator brings abowadditional pole which
yields the slower dynamics. The difference between the nahand the new be-
haviour is determined by the virtual actuator and deduatesh the measurements
of V1 (t) andVp5(t). In this way, the additional pole remains hidden from thelev
controller and this controller acts like in the nominal case

Fault Case, system output vs. controller input
T T T T T

i i i i i i i i i
100 200 300 400 500 600 700 800 900 1000

Fig. 10.20. Results of the reconfiguration experiment (Reactor
temperature? z1 (¢) (top), reactor conteritz: () (middle) and reactor
contentVgs(t)



10.2 Diagnosis and fault-tolerant control of a chemical process 535

The experimental results are shown in Fig. 10.20. The $tat¢t) is disturbed by
withdrawing a considerable amount of liquid until tirhe= 10s. The virtual actua-
tor increases the levélz;(t) in Tank B by increasing the pump inputp; (¢). The
effect of this manipulation and of the fault is "‘simulatétly the virtual actuator,
subtracted from the sensors data and, therefore, hiddentfre nominal controller.
After 180 seconds the tank levViEg; (1) reaches its maximum and after another 800
seconds the state deviation has been reasonably compknAastatic deviation
remains because of some modelling inaccuracies.

The dashed lines show the behaviour of the faultless clisgulsystem. The
slower reaction of the level controller results in the slowisturbance attenuation
shown in the middle part of the figure, where the nominal systeaches the set-
point of 19 dm® quicker than the reconfigured system. Hence, the operafititeo
main reactor can be restored with a minor performance datjcad

In the lower part of the figure the different behaviour of TaBk can be seen.
The difference is due to the different functions that thiskthas in both situations.
In the faultless case the level controller of this tank adjtise liquid content to the
set-point, whereas under faulty conditions this variablesed as a means to control
the inflow into TankB; and, thus, to control the contents Bf.

4 »

Fig. 10.21. Part of the chemical plant VERA used in the experiment
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10.2.3 Reconfiguration of a conductivity control loop

The second application of the reconfiguration method thes tise virtual actuator

is the fault-tolerant control of the conductivity of a liguiFigure 10.21 shows the
experimental set-up and Fig. 10.22 the schematic diagratmeathree reactors in-
volved in the control loop considered. The sequence of tleeReactorsl’M and

T B with the Reactofl'S is used to produce a liquid with prescribed temperature
and conductivity. Several control loops have to be usedchvare shown in the
schematic diagram with the abbreviatiab&' for level controller,7’C for tempera-
ture controller and”C' for concentration controller. If actuator failures ocdtiese
loops are brought out of operation. Typical failures concye valvesl/ry; and
Veow and the heating’.;.

T3 T1, T2, T4

.....................

Vew

o

7 cold water

: redundancy
e PS
"@/ : subordinate loop

o l

: main 100p wastewater

Fig. 10.22. Schematic diagram of the process

The nominal controller uses the inputs s, urs andur g, which are subject to
the three failures. The three variables to be controlledr@éemperaturér g, the
liquid level i in the Reactorl'S and the conductivity\rs of the liquid in the
Reactor!'S (Fig. 10.23). The block diagram also shows the redundantténg-yy
andury,, which will be used for the reconfiguration.
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Fig. 10.23. Schematic diagram of the process

Nonlinear model. The following nonlinear model is obtained from balance equa
tions that concern the different components of the planshi@ten the notation of
the equations, the dependency of the signals from thettimemitted:

e Change of the liquid temperature of Reacit:

1 {Pel,TS —QpLTS
Arsplrs Cp

drs = +mrp(dre — Irs) +

ey (Ve — Irs) + mew (Yew — ?9Ts)}

e Change of the liquid volume in Reactds:

mrp(t) + mra(t) + mew (t) — mpw (t)
Arsp
e Change of the concentration in Reacios:

Irs(t) =

érs(t)
_ mrp(t)(crs — crs(t)) + mra (t)(erar — ers(t)) — mew (t)ers(t)
Arsplrs(t)
e Change of the liquid temperature in ReacioB:
19TB (t)

1 { Purp(t) — Qprrs(t)

= + 1 t) (9 —Urp(t
P - r124(t) Wriza — Or( ))}

e Behaviour of the cold water ValvEyy :
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. 1 1
tow(t) = = “Tow row(t) + Tow uow (1)

mew(t) = zow(t) with Tew = 3,7s
e Actuator dynamics of the heating of the Reacius:
. 1 1
Trp(t) = = T xrp(t) +
el, TB
Parp(t) = krerre(t),
with Tel,TB = 27s, krp = 18kW

urp t
ToTB ®)

e Actuator dynamics of the heating of the Reacis:

. 1 1

:L'Ts(t) = = 7T earss (t) +
el, TS

Pars(t) = krsrrs(t),

with Tel,TS =065s, krs = 4kW

urs t
Ters ®)

Besides the state variablés z andirg, the conductivity is the third variable to be
controlled. This signal is obtained by the following reteti

S S
Ars(t) = 0,4469—> + 2047, T cpg(1).
cm cm

All these equations use the following mass and heat flows:
e Mass flow from Rectof" B towards Reactdrl’s:

(0, 01955 + 0,727 2 (urp (1) - 0, 13))\/ZTB 10.3m,
. i >
mTB(t): Okg if UTB_O,13

s ?

else

e Mass flow from Rectof" M towards Reactor’s:

(0, 047 55 10,605 - (upay (1) — 0, 04))\/1TM T03m
mrum(t) = if uppr > 0,04

Ok_sg else.

e Mass flow out of the Reactdrs:
kg

mps(t) = mrw(t) =0, 6795\/6

Ups (t) Irs(t) + 0,36 m

e Heat balance of the Reactdis:
: Qprr.rs.on(Wrs(t)), if heating is on
Irs(t)) = O
Qerrs(Prs(t)) { Qprr,rsorf(Vrs(t)), if heating is off
with
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46,940355 (7s(t) — 22,5°C), if dpg > 22,5°C

; on 0 t)) = i
Qpr,rs,0n(V15(t)) { 0w, if 9rg <22,5°C

4,8968 - (Irs(t) —22,5°C), if ¥pg >22,5°C

' off(Ors(t)) =
Qpr1s.0rf(I75(t)) { 0w, if 975 < 22,5°C

e Heat balance of the ReactdB:

QPL,TB@”(ﬁTB(t)), if heating is on
Qprr1B.orr(WrE(t)), if heating is off
135,468 W (975 (t) — 22,5°C), if 9pp > 22,5°C
0w, if 9rp <22,5°C.

QPL,TB(ﬁTB(t)) = {

QrL1B.on(VrE(t)) = {

4,8968 % (Vrp(t) —22,5°C), if 9rp >22,5°C

' of (OB (t)) =
QprL.1TB.ofr(ITB(t)) { OW. if 975 < 22,5°C

The given equations can be lumped together to get a nonkitetarspace model (9.3),
(9.4

w(k+1) = g(x(k) u(k)),  =(0)=mxo
y(k) = h(z(k), u(k))
with the state, input and output vectors
Irs(t)
UTM(f)
o urs() Irs(t)
2y = | ors) | wn=| 0|y = | 0
- (t) UTs (t) ATg (t)
o (t) UCW (t) I1R (t)
ers () urstl

Linearised model. A linearised state-space model
a(t) Ax(t) + Bu(t), =(0)=x
y(t) = Cux(t) + Dul(t)

is obtained from the nonlinear model with the following nizds:
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A=
—3,46 0 0 1,46  —59,12 0 39, 36
0 —0,76 0 0 1,41 0 0
0 0 -3,15 0 —0,0034 0 0
1073 0 0 0 —1,34 0 157,46 0
0 0 0 0 —270,27 0 0
0 0 0 0 0 —37,03 0
0 0 0 0 0 0 —15,38
—10, 62 0 0 0 0 0
7,11 8,49 0 0 0 —1,98
0,0249 0,0235 0 0 0 0
B = 1073. 0 0 0 0 0 0
0 0 0 0 270,27 0
0 0 37,03 0 0 0
0 0 0 15,38 0 0
1 0 0 00 0 0
c 0 1 0 00 0 0
0 0 2047,7 0 0 0 0
0 0 0 1 0 0 0
D = o.

The set of eigenvalues of the matuik
o = {-0,2703; —0,0370; —0, 0154; —0, 0035; —0, 0032; —0, 0013; —0, 0008 }

gives an impression of the dynamical properties of the plant

Models of the faulty system. The three actuator failures cause a change of the
matrix B of the linearised state-space model:
e Failure f; of the ValveVrg, which gets the input signal;z:

-10,62 0 0 0 0 0
7,11 0 0 0 0 -1,98
0,0249 0 0 0 0 0
By, =107 0 0 0 0 0
0 0 0 0 270,27 0
0 0 37,03 0 0 0
0 0 0 1538 0 0
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e Failure f> of the heating of the Reactdr.S, which acts according to the control
inputurs:

-10,62 0 0o 0 0 0
7,11 8,49 o 0 0  —1,98

0,0249 0,0235 0 0 0 0

By, =107%. 0 0 0 0 0 0

0 0 0 0 270,27 0

0 0 37,03 0 0 0

0 0 o 0 0 0

e Failure f3 of the PumpP.S, which runs according to the control inpups:

~-10,62 0 0 0 0 0
7,11 8,49 0 0 0 0

0,0249 0,0235 0 0 0 0

By, =107%- 0 0 0 0 0 0
0 0 0 0 270,27 0

0 0 37,03 0 0 0

0 0 0 1538 0 0

These matrices differ from the matr for the nominal model with respect to one
column each, which is set to zero for the failed actuator.

Control reconfiguration by a virtual actuator. For all three fault cases, the vir-
tual actuator described in Definition 7.7 is used for the winteconfiguration
(Fig 10.24). The scheme is the same in all cases, only thexmBty, which is a
parameter of the virtual actuator, differs. This shows thatcontrol reconfiguration
is completely automatic in the sense that a general recaafign algorithm can
be applied, which adapts the effect of the nominal contratiehe failure that has
occurred.

The first experiment concerns the reconfiguration with thed tgoretain the stabil-
ity of the closed-loop system. For this task, a virtual attiuavith parameter matrix
N = O is used.

In case of the failure of the Valver g, the virtual actuator has been designed to
have the following set of eigenvalues:

oy = 250 (10.9)
= {—6,7568; —0,9259; 0, 3846; —0, 0866; —0, 0790; —0, 0335; —0, 0190}
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UTB,f
Uel. TB.f Faulty system > Urs
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Uew s (fi. . 55) > Arsf
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A,

Virtual actuator
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U] Nominal controller 1)
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UTM,¢ 191‘5,('

— Constant zero

Fig. 10.24. Reconfiguration by means of a virtual actuator

This is accomplished by the feedback matrix

M =
~12,31  —-16,05 77,63 0,15 511 040 —3,71

0 0 0 0 0 0 0
13,39  —0,01 5770 90,07 —23.,71 178,06 15,41
17,18 0,06 7332 2326 —31,85 39,14 2531
~148  —0,01 —642,30 -2,04 2,11  -343 —181

-130,19 —-192,04 239,73 0,75 18,61 2,21 —12,85

This pole assignment is possible, because the(phiB ;1) is completely control-
lable. The eigenvalues are chosen with respect to the edgjess/of the plant. They
make the virtual actuator much quicker than the plant. The zew of the ma-
trix M ensures that the failed valve is no longer used for feedbaok@. Due
to the separation property of the virtual actuator, the aelosed-loop system
has the eigenvalues of the nominal closed-loop system aneiglenvalues given in
Eq. (10.9) for the virtual actuator. Hence, the reconfigusgstem is stable.

Figure 10.25 approves this result. The two bars placed & tim 350s mark
the time instant at which the valve is blocked and the colaroeconfigured. The
temperaturé s and the levelrs remain at the set-points, whereas the conductivity
cannot follow precisely the set-point change at timze 300 s marked by the dashed
line. This is due to the proportional controller used.

Figure 10.26 shows the six control inputs. After the vales is blocked, the
signalurg shown in the top right corner of the figure does no longer champe
virtual actuator uses the input signalss, urg andupg which are also used by the
nominal controller. In addition to this, the virtual actaaéxploits the inputicy to
the cold water Valvé/y;-, whereas the other additional inputj, is not used.
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Fig. 10.25. Reconfiguration in case of the valVg g-failure
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Fig. 10.26. Absolute values of the control input after the
reconfiguration in case of the valVg z-failure
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The choice how to distribute the effect of the blocked valverahe remaining
actuators is made implicitly by the virtual actuator. Noesgion procedure, with
a possible involvement of a human control designer, is rsaegsTherefore, the
concept of the virtual actuator can be applied completelgraatically.

The second experiment concerns the aim to bring all vasaiaidoe controlled
back to their set-points. Here the "complete™ virtualetior with the two param-
eter matricesM and IN is used. Besides the matrix given above, the direct
feedthrough is chosen as

N = (C(A-B;M)"'B;)” (C(A-B;M)'B)
10291 —0016 0053 0 0
0 0 0 0 00
o o 0 0 00
B 0 0 0 0o 0 o0 |
0 —058 0031 —0037 1 0
0 —4,250 —0,012 —0,004 0 1

which ensures set-point following, because the reconfijal@sed-loop system has
the same static reinforcement as the nominal control loop.

28
26}

28 L4l
= 22§ LI ST Ehartey
&
~< 2F
18 i i i i i i i i i
0 200 400 600 800 1000 1200 1400 1600 1800 2000
Time [s]
28
O 26}
S b2 s, = = - —
(PIs
=

i i i i i i i i i
0 200 400 600 800 1000 1200 1400 1600 1800 2000
Time [s]

< oaf S R ~ L et e

0 200 400 600 800 1000 1200 1400 1600 1800 2000
Time [s]

Fig. 10.27. Reconfiguration after valver z-failure

The reconfiguration result is depicted in Fig. 10.27. Thessarperiment has been
made as before, but now all three control outputs are movekltbaheir set-points.
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Fig. 10.28. Control input after the reconfiguration for valve
VTM-faiIure

As Fig. 10.28 shows, the virtual actuator uses now the amtditinputsucy and
upys. The reconfiguration is completely successful including rsstoration of the

set-point.

10.3 Diagnosis and control of a ship propulsion system

10.3.1 Structure of the ship propulsion system

Faults in a ship propulsion system and its associated atitomeystem can cause a
dramatic reduction in the ship’s ability to propel and mange itself, and effective
means are needed to prevent faults to develop into a faMareus algorithms and
methods from different research areas can be used to arthlysystem and sub-
sequently detect, isolate, and accommodate the faultsshipepropulsion system
described in this section was presented as an internatienahmark and was used
as a platform for development of new ideas and comparisoretifioas.

The topics selected for this section are based on strucinedysis. It is shown
how residual generators are directly deduced from anabfssructure and how
fault-tolerance can be obtained. Diagnostic methods angersisor logic to obtain
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fault-tolerant control are implemented and tested agaatstrded time-history data
which were manipulated to include well defined faults.

The dynamics of the propulsion system is non-linear. Funtioee, one essential
fault is non-additive. The implication is that some residyenerators become non-
linear. This section illustrates how such real-life pheeomcan be handled in the
general framework developed in this book and where sligteresions are needed.

The propulsion system example origins from studies and mavering trials with
the Danish intercity ferry MF Dr. Ingrid, a 10.000 tons comdad passenger and train
ferry. Detailed modelling and data recorded from manodngdrials with the ferry
give arealistic scenario for test of diagnostic methodstaokniques to obtain fault
tolerance.

| Co-ordinated control |

Propeller | g
pitch — T,
1(}lf control l

T,., Ship-speed
Diesel Shaft T"““’(n’ V.t) = LN

q | q b dynamics
namics namics
y Ly W] Qun(m, V) @

‘|

Fig. 10.29. Block diagram of the ship propulsion system

Ship propulsion system.An outline of the propulsion system chosen for the bench-
mark is shown in Fig. 10.29 (of Table 10.8 for a list of symBbolhe main compo-
nents are described by the following blocks:

¢ Diesel dynamicgives engine torque to drive the propeller shaft.

e Shaft dynamicprovides shaft speed given diesel and propeller torques.

e Propeller characteristicgprovide propeller thrust and load torque from shaft
speedh, propeller pitchdy and water speed,;

e Ship speed dynamiaketermines ship speed from propeller thrust and external
forces.

e Propeller pitch and shaft speed controlldgovernor) control the propeller pitch
and shaft speed.

e The coordinated control levealculates set-points for shaft speed and propeller
pitch controllers.
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Table 10.8 List of symbols used in the ship propulsion system

‘ Symbol ‘ Unit ‘ Explanation
I kgm? Total inertia
K, Nm Torque coefficient
n(t) rads! | Shaft speed
R(U) N Hull resistance
Tprop(t) N Propeller thrust
Tewt(t) N External force
1—tp - Thrust deduction facto
Ul(t) ms-! | Ship speed
Va(t) ms~! Flow at propeller
1—w - Wake fraction
Qeng(t) Nm Diesel torque
Qy Nm Shaft friction
Qprop(t) Nm Propeller torque
Ya(t) 0..1 Fuel index
I(t) 1.1 Propeller pitch

The coordinated control level is detailed in Fig. 10.30. Tleowing functions

are included:

547

e Combinator: Gives a set of command values;,,, (t) andd.., (t) as functions
of the command handle position.

o Efficiency optimiser: A module to optimise propulsion efficiency determines

Neom (1) @aNdYeom (t), based on measured valuesyoft), n(t), ¥(t) andU(t).

e Speed control A ship speed-control module maintains a command valueipf sh

speed’,.¢, using measured values Bf(t), n(t), 9(¢t) andU (¢) as input.

e Overload control: Modifies neom(t) andd.om (t) to prohibit the prime mover
from reaching its torque limits. The fuel index is used tcedetine an approach-

ing overload condition.

10.3.2 Models of the propulsion system

The overall function of the propulsion system is to maintdia ship’s ability to

propel itself and to manoeuvre. Propulsion requires thethstad whereas manoeu-

vres require ahead and astern thrust ability. With a pestivaft speed, this is
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Fig. 10.30. Hierarchy of controllers for the propulsion system. The
handle gives input to a combinator, efficiency optimiser, and ship
speed control module. Lower level controls are shaft speed (gorer
propeller pitch and diesel overload blocks.

Govenor

YPI

obtained by an appropriate change of the propeller pitclvhich is the angle that
the propeller blades are twisted.

The component hierarchy is treated as belonging to twodet@wer level com-
ponents are the diesel engine with shaft speed contrdikepropeller with the pitch
controller, and the ship’s speed dynamics. The upper lewslpcises coordinated
control for the lower level components and overall commanidhé propulsion sys-
tem. Reconfiguration will take place at the upper level, butdr-level controllers
should be fault-tolerant, if possible, to maintain theinpary services.

Upper-level components.Upper level components are the following:

e Command handle A command handle’s position constitutes the main man-
machine interface (MMI).

e Combinator: Use-modes with different interpretations of handle positare
available:
— Manoeuvring: Handle position determineg(t) andd(t);
— Economy Handle position determin@s., (t) anddcom(t);
— Set speedMaintain a set ship speed using measured ship spéed
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e Efficiency optimiser: The efficiency optimiser determines the setngf) and
¥(t) that achieves the desired ship spégg = fs.(h(t)) as determined by the
handle position, without ship speed feedback.

e Ship speed control Ship speed control aims at maintaining a set ship speed
within a narrow margin. This component uses measured stépdsps one of

its input variables.

e Diesel overload control Overload is avoided by reducing the propeller pitch if
diesel torque is close to maximum at a given shaft speed.

Lower-level components.The lower level consists of the shaft speed and the
propeller-pitch controllers and the physical componefithe propulsion system.

In a component-based analysis, the physical componeatgddb the pitch control
function are lumped together to a new entity calpedpeller pitch contral

Propeller pitch control. The pitch control is an aggregated component that com-
prises a large hydraulic actuator turning the propelledéda the feedback from a
pitch sensor, a controller and the drive electronics. Imoitginal implementation,
this component has only one version of the use-madeg, which denotes the au-
tomatic mode. In order to obtain fault-tolerant properther versions are added.
The concise definition of the component is given in the folfapequations:

< Propeller pitch control >
< M(0,1) >

< um, (manual) >
< umy (automatic) >

< sg (3 — state) >
< vo (up — down) >
< consumed >

< produced >

< procedure >

< request >

< activation >
< resources >

< umo (manual), umi (automatic) >

< 8o >
< So, S1 >

< vo (up — down) >

< consumed >, < produced >,

< procedure >, < request >,

< activation >, < resources >

< command € [up, nil, down], >

< pitch angle of blades, >

< plant dynamics Eq. (10.12) with
control (10.13), >

< select 3 — state, >

< none, >

< hydraulic oil supply, C'P propeller >
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< s1 (continuous) >

< w1 (normal) >

< consumed >
< produced >
< procedure >

< request >
< activation condition >
< resources >

<1 (fte—a) >

< consumed >
< produced >
< procedure >

< request >

< activation >

< resources >

< FPAinput | umo V umy >

< FPA output | umo V umq >
< FPA description | ume >
< FPA description | wmi >

< vy (normal), vz (fte —a) >

< consumed >, < produced >,

< procedure >, < request >,

< activation >, < resources >

< pitch angle command, >

< pitch angle of blades, >

< plant dynamics Eq. (10.12) with control
(10.14), >

< select automatic, normal, >

< hydraulic pressure present, >

< angle sensor, hydraulic oil supply,
CP propeller >

< consumed >, < produced >,

< procedure >, < request >,

< activation >, < resources >

< pitch angle command, >

< pitch angle of propeller,>

< Eq. (10.12) and fault — tolerant control
results, >

< select automatic, ftc—a,>

< hydraulic pressure present, >

< hydraulic oil supply, C P propeller > .
< sensor fault f1 = AY, leak fo = Aémc,
ei1 = Veom >

< eo1 =L >

< Mpe—umo >

< Mpe—um1 >

The mathematical model for the physical parts of the compbisecomposed of

the following equations:

U (t) = 9(t) + vy(t) + AI(¢) (10.10)
9(t) = max (ﬁmin, min (ulé (t), zémax(t))) + Adie (10.11)
Ht) = max (Vmin, min (F(t), Imax)) - (10.12)

The control signak.;(t) is generated according to the version running. In version
v, the control signal is obtained from

ug(t) = k:tucmd(t), Uemd € [—1, 0, 1]. (10.13)
In versionsv; andwvs,
ug(t) =kt (Vret(t) — Im(t)) (10.14)

holds. Here,,(t) is the measured propeller pitch}‘,min, ﬁmax] the rate interval
set by the hydraulic pump capacity and geometry, [@hd,, Ymax] is the physical
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interval for propeller-blade travel.y(t) is the measurement noise. Two faults are
included in the model: leakagéd;,..(t), and pitch sensor faultd(¢). It is noted
that the control signat(t) is not measured.

With (e;) € [low, high, fluc, undef] we get

000O0T1000T1T0T00
0000O0T1UO0UO0UO0T1TU00
Mpc—umo:
0000O0GO0T1UO0GO0TU0T10
0000O0UO0GO0OTLO0O0O0 1
01 00000U0T1TU0TU0 0\
10000000010 0
Mpc—um1:
001 0000U0G0TU0T10
00010000000 1

Shaft speed control. The input to the shaft speed controller, which is called the
governor, is given by the shaft speed referemce(t) and the measured shaft speed
nm(t). The output is the throttle of the diesel engine, which ispprtional to the
fuel indexY (t). The governor is a Pl controller. Anti-windup is part of tikeigrat-

ing action, and¥ is the anti-windup gain.

< Shaft speed controller>
<M(0,1) > == < wumi (automatic) >

< umq (automatic) > = < 8o, S1 >

< so (constant) >
< wg (constant) > = < consumed >, < produced >,

< wo (constant) >

< procedure >, < request >,
< activation >, < resources >

< consumed >
< produced >
< procedure >

< logic command >,
< diesel index Y >,
<Y =Y, time of activation >,

< request > = < constant >,
< activation > = < none >,
< resources > = < diesel engine >
< s1(continuous) > = < v (normal), va(ftc —n) >
< w1 (normal) > == < consumed >, < produced >,

< procedure >, < request >,
< activation >, < resources >
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< consumed > = < N, Ncom, Ym >,
< produced > <Y>,
< procedure > < Egs. (10.15)nd (10.16)>,

< request > = < automatic >,
< activation > = < none >,
< resources > = < Ny, Ym, NcOM, power, mainengine >
<w (ftc—n)> 1= < consumed >, < produced >,

< procedure >, < request >,
< activation >, < resources >

< consumed = <N, Ncom, Ym >,
< produced > = <Y >
< procedure > == < EQ. (10.15)with n,, = n and
Eq. (10.16)>,
< request > = < automatic >,
< activation > = < automatic, ftc—n >,
< resources > = <R, ncom, Yy, power, main engine >
< FPAin | umi, vo > == < Nm, Ncom, Ym >
< FPAin | umi, v1 > == < Nm, Ncom, Ym >

b
< ﬁ7 NMcom Ym >

< FPAin | umi, va >

< FFPA out > = <Y >
< FPAin | umi, vo > == < MatOs12 >
< FPAout | umi, vo > = < Myop—v1 >
< FPAmat | umivg > 1= < Mgop—v2 >
The controller is given by
N (t) = n(t) +vn(t) + An(t)
) k,
Yi(t = —((Nyet(t) — N (T)) — K(Yprp(t) — Ypr(t
® 7 (ner(t) = () = K (prn(0) = Yor®) (o
YPIb(t) = }/z(t) + kr-(nref(t) - nnb(t))
Ypl(t) = min (max (Yplb(t), }/lb), Yu )

Y, andY,,;, are the lower and upper bounds for the integrator part of tivermor,

andAn(t) the measurement fault. The governor comprises fuel indeitslito keep
the diesel engine within its allowed envelope of operatibimese limits are given
below

0.4 N < 40 % Of Npax a
_ N Z 80 % Of Nmax,a
ymax - ’
1.5n,, .
— 0.2 otherwise (10.16)
nmax7 a

Y (t) = max(0, min(Ypr(t), Ymax))s
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wherenmax,» IS the maximum generated shaft speed allowed,the measured
shaft speedym.x the hard limit specified for the engine, alide [0, Yinax] denotes
the command fuel index.

A similar formal description can be made for each physicahpgonent, but this
is omitted for brevity.

Diesel engineThe diesel engine generates a torGug,, which is controlled by its
fuel indexY’, to drive the shaft. The diesel engine dynamics can be diviiat® two
parts. The first part describes the relation between thergestktorque and the fuel
index. It is given by the transfer function

Qeng(S) = TMY(S), (10.17)

where K, is the gain constant and is the time constant corresponding to torque
build-up from cylinder firings.
The second part expresses the torque balance of the shatft:
Imh(t) = Qeng (t) - Qprop (t) - Qf- (1018)

Qeng (t) is the torque developed by the diesel engifg,., (t) is the torque devel-
oped from the propeller, an@; is the friction torque.

Propeller thrust and torque. A controllable pitch propeller (CP) has blades that
can be turned by means of a hydraulic mechanism. The progeétteh ¢ can be
changed from 00 % (full ahead) to—100 % (full astern).

The propeller thrust and torque are determined by the fatigwilinear relations:
Torop(t) = Tjnjn(9) [n()[n(t) + Tjnjv,, (9(2)) [n(t)[Va (t) (10.19)
Qprop(t) = Q\n\n(’ﬁ) |n(t)‘n(t) + QIn\Va (ﬁ(t)) |n(t)‘va(t) (1020)

V, is the velocity of the water passing through the propellsc di
Valt) = (1= w)U(#),

wherew is a hull-dependent parameter called the wake fraction. chiedficients
Tinjns Tinjv, s Qnjn @andQ)y,)y, are complex functions of the pitah(t). 7},., and
Qprop are calculated by interpolating between tables of data umedsin model
propeller tests. Figure 10.31 shows graphically the depecids ofl .., andQprop
onn andV, for different values of the pitchis and K, in these figures denote
thrust and torque coefficients

Torop = KrpD*njn (10.21)
Qpop = Kqg pD5 In|n,
whereD is the propeller diameter andthe mass density of water.

Ship speed dynamicsThe following non-linear differential equation approxites.
the ship speed dynamics:
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Thrust coefficient Torque coefficient

KT (pitch) : 10*KQ(pitch)
0.8 14 »

i i

i i i

1 1
-0.4 -0.2 0 0.2 0.4 -0.4 -0.2 0 0.2 0.4
J - advance number J — advance number

Fig. 10.31. Propeller torque as functions of advance number
J = 27V, /n for different values of pitch

(m— X)) = RU®)+ (1 - t0)Tpwop(t) + Toxe (1) (10.22)
Um (t) = U(t) + vy (t) :

The termR(U) describes the resistance of the ship in the water. It is aivegpian-
tity. Figure 10.32 shows the hull resistance as a functiah@fpeed for two given

load conditions.X; represents the added mass in surge, which is negative. The

thrust deductionl — ¢ represents the net thrust lost due to the propeller-gestrat

flow at the ship’s sternl,,; is the external force brought about by the wind and the

waves./;; is the measurement noise.

10.3.3 Fault scenarios and requirements on the diagnosis

Fault scenario. The faults are summarised in Table 10.9.
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X 10° Hull resistance R(u) in two load conditions
10 T T T T T

Hull resistance curves (towing tank tests):

* 1 23500 m**3 displacement
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Fig. 10.32. The magnitude of the hull resistance in dependence upon
the ship speed and its loading conditions. The commonly adopted
square law curve is not valid in the relevant range of operation

(8.5 m/st010.5 m/s)

Table 10.9 Faults considered

Fault Symbol | Type

Sensor faults AY additive - abrupt
Hydraulic leak | A Vine additive - incipient
Sensor faults An additive - abrupt
Diesel fault AK, multiplicative - abrupt

A formal analysis of fault propagation shows that they haiffeient degrees of
severity. Some are very serious and need rapid fault deteatid accommodation to
avoid serious accidents if the component failure occursxdu critical manoeuvre.
The time to detect and reconfigure is hence essential. Sorhe ddults described
are based on actual events that have caused serious danesigetioel lack of fault-
tolerant features in existing propulsion control systefigure 10.33 locates the
generic faults of the benchmark in the system block diagidm.faults are:

1. FaultsAd related to the propeller pitch:
o Adyign: This fault can occur due to an electrical or mechanical ctéfethe
pitch sensor or its interface.
o A, This fault can occur due to an electrical or mechanicaltfauthe
pitch sensor or its interface.
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Fig. 10.33. Block diagram of the propulsion system with saturation
phenomena shown for shaft speed and pitch controller. The generic
faults of the benchmark are indicated.

e Adi.: A leakage can occur in the (hydraulic) actuation part ofcbetrol
system; in practice, often in an over-pressurised valve.

2. FaultsAn related to shaft speed measurement. A dual pulse pick-lges for
measuring the shaft speed. The followings faults are censi
e a maximum signaldny;,.n, (disturbance on one pick-up), and
e a minimum signalAn,., (loss of both pick-up signals).

3. Faults related to the diesel engin&X, ). The generated shaft torque can be
lower than expected for the following reasons: reducedréét, reduced fuel
oil inlet, or a cylinder is not working.

To determine how faults affect the system operation, thi-faopagation analysis
methodology presented in Chapter 4 was employed. This sisafows the end-
effects for each fault. Combining end effects, the sevdeiel for each fault was
assessed. The results are shown in Table 10.10.
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Table 10.10 Consequences and severity levels for the benchmark faults

Fault Consequence Severity

deceleration = .

Ay ecelera 70f1 | high
g

manoeuvring risk

lerati .
Aow acce, e_m Z?n = very high
collision risk

gradual speed change

Adine medium

= cost increase

deceleration = .

Anhi h hlgh
g . .

manoeuvring risk

leration = .
Anlow acceteration Very hlgh

collision risk

diesel overload = .
AK, medium
wear, slowdown

Requirements on the diagnosis.The requirements for our diagnostic methods are
as follows, wherd, is the sampling time in the particular control loop:

Time-to-detec(T): For the sensor feedback faultd€iow, AVnigh, Aniow, and
Anpign): Ty < 2T, the incipient faultAds,,.. : T; < 100 T, the gain faultAk,, :

Ty < 5T,.

Unknown input A time-varying external drag force from weather and shallo
water is a potential source of false detection. Diagnosisilshbe insensitive to
this.

False detection probability?; < 0.01. Fault-free real data, including harbour
manoeuvres, are provided to allow realistic testing of @lgms with respect to
false detection.

Missed-detection probabilityP,, < 0.001. Due to the high severity level of
faults, which can result in endangering the ship (and ita/;rthe probability of
not detecting them when they do occur should be as low aslpessi

Robust designSeveral sources of model uncertainty exist: slowly indregkull
resistance?(U) due to growth @ % increasing t@20 % of R(U)), or varying ex-
ternal force from sea and wing-( 0 % of R(U)), a-priori uncertainty in propeller
thrust and torquef 10 %) and engine friction (frond % to 8 %), and general un-
certainty on other physical parametetsZ %). Fault diagnosis should be robust
to these A-posterioridata for parameters may be identified and used for diagno-
sis.

Requirements on fault handling. Fault handling should incorporate appropriate
steps to accommodate the faults. The remedial actionsdlpouharily use the re-
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configuration at the coordination level. Performance in @néigured mode can
be lower than under faultless conditions. Large transishtaild be avoided when
changing to a reconfigured mode. Bump-less transfer is goined, but is a desir-
able feature.

Test scenario. The test sequences constitute recordings from manoeuvtte the
intercity ferry MF Dr. Ingrid. Faults are superimposed oe tacorded data using the
high-fidelity simulation model. Time stamps for differeauft events are given in
Table 10.11. The total simulation time3500 seconds. The fauld K, corresponds
to a20 % drop in the diesel engine gaif, .

Diagnosis. The main task is to find fault diagnosic algorithms that makessible
to detect and isolate the faults mentioned above. The #hgosishould be robust to
model uncertainty, load changes, and external forces.

The known and measured variables are propeller pitch set-p¢(¢), propeller
pitch measurement,,, (¢), shaft speed set-point..;(¢), shaft speed measurement
nm(t), ship speeds,, (t), and the fuel indeX’, (¢). The data are obtained by sam-
pling everyl second.

Table 10.11 Fault events and their corresponding activation time Viatisr

‘ Event ‘ Start time ‘ End time ‘
Apign | 180s 210s
Adine 800s 17008
ADow 1890 s 1920s
Anpigh 680s 710s
Aniow 2640 s 2670s
AK, 3000s 3500

10.3.4 Structural analysis of the propulsion system

After having made an assessment of the set of high sevetitisfthat need to be
handled to obtain a fault-tolerant propulsion system, & step is to provide re-
lations for use in design of residual generators. Strutamalysis is employed for
this purpose. A prerequisite for structural analysis i tha set of constraints are
listed. For the open loop system, involving the shaft ang slghamics, the related
constraints are the following:
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1 oa(,9,)=0 9 =9,,

ca co(nyny,) =0 DN =Ny

c3 e3s(Y,Y,,) =0 Y=Y,

ca  ca(ky, Ky)=0 : k=K,

Cc5 (‘5(Y ky, Qeng) =0 : Qeng + Tchng = k Y

c6  6(Qengs Qeng) =0 D Qeng = d%tng

c7 C7(Qeng7 mepv n) =0 : It = Qeng — Qprop (10.23)
cs : cg(n,n) = on= C(li_?

cog : co(n, ¥, U, mep) =0 . Table!

C1o c10(n, 9, U, Tprop) =0 . Table?

cir (U, R(U), Torop) =0 = mU = R(U) — (1 = t1)Tprop
c12 c12(R(U),U) =0 . Table?

ci3 clg(U, U)=0 . U= %

ey (U, UR) =0 o U=Up

The propeller developed torqug,,.,, (t) and trustl},,., (t) are functions of.(t),
J(t), andU (t), and are calculated by interpolating between data thateseritbed
in the given tables. For the sake of clarity, the followingpglifications are made:

e measurement noises in the system are not represented,
o disturbances); andT.y are disregarded,
e X, is negligible and the trust deductidn- ¢ is known.

Furthermore, the propeller pitch dynamic is described lyfttiowing constraints:
C15 : 015(7-’4197 19rcf; ﬁm) =0 Uy = kt (ﬂrcf - ﬁm)
cig : cie(uy, ) =0 Couy =10 (10.24)
C17 : 017(19, 19) =0 : 19 = %

These constraints are valid during normal operational itimmd when the control

and system’s physical limits are not violated.
The system structure is

17
S = U Ci,
1=1
C - {C17027"'7cl7}7
K = {ﬁnmnnuynmUmaKy’ﬂref}a
X = {Ua 197 n, Ya k’y: Qengv Qenga Qpr0p7 Tpr0p7 Uy s R(U)7 Ua lfl7 19}’
z = kY~

As the measurement noise is disregarded in analysis otstaythe relationg,, =
¥ andn = n,,, etc. hold. A bi-partite graph representation of the systenctire is
depicted in Fig. 10.34.
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Fig. 10.34. Structural model of the ship propulsion system. The
matching is illustrated by the thick lines.

Matching. The edges of a matching are identified by a thick line in theplgra
representation (Fig. 10.34) and by '0’ in the following idence matrix.

As itis illustrated, a complete matching with respect todhknown variables are
obtained. There are three unmatched constraints that casduefor detecting the
faults. Each unmatched constraint involves a different plthe system as follows:

Subsystem 1: Engine dynamics and propeller torque charactestics. The un-
matched constraint; involves engine and shaft dynamics and the propeller torque
characteristics. The involved constraints are:

cr o U(t) =9,(t)

o ton(t) =nm(t)

cs o Y(t)=Yn(t)

ca i ky(t) = Ky(t)

¢ 1 Qeng(t) + TeQeng (t) = ky ()Y (£)

6 ¢ Quglt) = el
cr Imh(t) = Qeng(t) - Qprop(t)
cs : n(t)= dr;_it)

C14 : U(t) = Um(t)

The faults that affect the dynamics of this subsystem aréoably faults in pitch
and shaft measurements as well as the fault in the diesel@ngi

Subsystem 2: Ship speed dynamics and propeller thrust chacgeristics. The
unmatched constraint;; involves ship speed dynamics and the propeller thrust
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characteristics. The involved constraints are:
1 () = In(t)

ca o n(t) =nn,(t)
o : Table?
en o mU(E) = RU() = (1= tr) Tprop(t)
C13 : U(t) = %ﬁt)

C14 : U(t) = Um(t)

The involved dynamics will be affected by fault in shaft sppemd pitch measure-
ments.

Subsystem 3: Propeller pitch dynamics.The unmatched constraint; involves
conctraints related to the propeller pitch dynamics. Thelired constraints are:

cp o ﬁ(t) =Um (t)
C15 : Uy (t) - kt (ﬂref(t) - ﬂm (t))

cie ¢ uy(t) = I(t)

L)

cr o 9(t) = i

This subsystem dynamics will be affected by fault in pitchasw@wement and the
hydraulic fault.

10.3.5 Fault diagnosis using the parity space approach andage observation

Residual generation.As it has been extensively argued in previous chapters, the
parity space and observer-based approaches are commenlyougenerate residu-
als. In this section, these approaches are applied to thpeilsion system to obtain

an expression for residuals.

Subsystem 3.Using the relevant constraints, a parity equation can besethich
involves only known variables of this subsystem. The olgdiparity equation is:
0 (t)

T =k (ﬁref(t) - ﬁm(t»

Based on this, a residual can be defined as
di, (t
7“19(75) = T() — kt(ﬁref(t) — ﬁm(t».
The residual should have a vanishing mean value under naonditions, i.e. when
no sensor fault has occurred. The residual’s dynamicahieteshall change in the
presence of faultsfyign, AViow, aNdAdyc).
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Subsystem 1.Since sensor measurements for propeller pitch, shaft spedhip
speed are available, the value of the propeller tol@pe, can be computed means
of T'able!. Hence Qprop (Vims 1, Uy) is known. Through constrairt we obtain

Qeng(t) = Imhm(t) - Qprop(ﬂm(t), nm(t); Um(t))

Now, it is possible to set up a parity equation by using thestraimtscs, ¢4, ¢5, and
Cg, i.e.

d en,
KYull) = Quuglt) + 7 20nel!)

Imhm(t) - Qprop(ﬁm (t), N (t)7 Um(t))

AL (t) y, = Qprop (Im (1), 1m (), Um (1))

dt )
A residual expression can be defined, by using the obtaingty gauation, in a
straightforward manner:

rQ (t) = Imn(t)m - Qprop (197n(t)a nm(t)7 U (t))

- d(Imn(t)m - Qprop (ﬂm(t)v nm(t)v Un (t)))
¢ dt
Actual computation of this residual, in present from, regsiemploying numerical
methods (for instance Euler method or central-differemcentila of order 2). The
computed residual should have a mean value equal zero undaahconditions.
The residual’s dynamical behaviour shall change in presefisensor measurement
faults (AVnigh, Aiow, Anhigh, Aniow and the engine gain faulh K.

+ e

— K, Y(t).

Residual generator obtained by matchingThis subsection employs the flexibility
of structural analysis to generate a residual with desimegegrties. It would be

desirable if the diesel engine gain fault could be deteatdependently of a fault
in the shaft speed measurement. Since the constrairg not valid if the shaft

speed fault is present, remove this constraint from theiraiget. Further, make
the following simplifications: The diesel engine dynamissrniuch faster than the
shaft speed and ship speed dynamics. This assumption isesi@i by removing

the constraints and changing the equation in the constrayto Qene = kY.

Example 10.1 Matching on revised system

Matching on the open loop system that follows from removiagand cs from the set of
constraints in (10.23) anek modified, makes us determine the unmatched constraints that
are necessary to detect the diesel engine gain fault. This is left as@isexe
The obtained fault-free subsystem can be written as:
e(t) = g(x(t)) +g,(x(t))u(t)
yt) = U

where
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0
9t = ( LRU) + S5 Ty, (1 — wnU )
k=1 [Qunn® + Qpuv, (1 — w)nU]
_ 7 Ry 7o [ @inin InlVa
g.(x) = ( 0 1;sz T\n\nn2

B Yo (t)
u(t) = (ﬁm(t) )

The diesel engine dynamics is very fast (sma)l i.e. Eq. (10.17) has been used to employ a
static relation for engine torqu@cny = (k, 4+ Ak, )Y,,. Table' andTable? are represented
by their bilinear approximations (10.19) and (10.20Q). is disregarded in the equatiomns.

Detection of the diesel engine gain faullAK,. To return to the original notation
of the ship dynamics the following notation is used for thibsystem

. 1 1

nt) = I—Ky Y, — i [an\Va(l —w)nU + Qun nz} 9

. 1 1— 1-—

Ut) = —RU)+ tr Ty, (1 —w)nU + tr T 020
m m

y(t) = Ut

with the fuel index measuremefi},, and the pitch measuremetit, as external
input. For this system an observer can be given in the foligvibrm:

. 1 1 S . A A
TL(t) = I— Ky Ym - I— [QM\Va(l - w)nU + Q|n\nn2:| 19m + KAky(Um - U)

5 1 A 1—1 N . .
U(t) = —R(O) + = [Tajy, (1 = W)l + Tjnju*Iua] + K5y, (U = U)
9(t) = U ().
A residual can be obtained by using the output (ship speé@dasf) of the observer
and the ship speed measuremé&ptin the following way:

rrQ = Um — U
The residualrq is by construction only affected by the gain fault’<, (when
considering the pitch signal to be fault-free). As the obseis stable, the resid-

ual behaves in the fault-free case such thay — 0 holds fort — oo. For the
estimation errors

el(ty =n(t) —n(t) and e} (t) =U(t)—U(t)

n

the following error dynamics can be given (with= 4,,):

) 1 1 A .
el = — Ak, Y — i [Q\nIVa(l —w)(nU —nU) + Q‘n‘n(nZ — nz)] .

n I
m

~K}y, (U —U) (10.25)
el =i = —(RWU) = RO)) + + [Ty, (L~ w)(nl — A0) +

g (02 = 22) 0] = KSy, (U — 0). (10.26)
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Looking at the estimation error dynamics (10.25) one cohilickt that an occurring
gain fault AK,, would have a direct impact o}, leading to a growing estimation
error:n # n. As can be seen from Eqg. (10.26) this would then also affectstiaft
speed estimate, .8 # U. Hence, the first residual would deviate from zero in case
of a gain faultrr¢o # 0. However, with the coupled nonlinear equations at hand this
argumentation is not correct. Simulation results givelowedhow that the gain fault
AK, does indeed affect the residualg.

The observer offers also a second possibility to generasidual when using the
shaft speed measurement,:

r7Qs (1) = 1 (t) — (1)

Obviously, this residual is also affected by the shaft spemtsor faultAn. The
residual dynamics can be stated as follows

FrQ, (N (1), (1)) = €5, (t) + An(t),
whereé! is described by Eq. (10.25).

Simulation results. The gains and initial conditions for the observer are ch@sen
follows:

KL, = 0.001,
K%, = 001,
n(t=0) = 9rad/s,
Ut=0) = 0.1m/s.

The simulation result is shown in Fig. 10.36.
The second residual, i.erq,, is generated by choosing the gains and the initial
conditions of the observer as:

KL, = 0.001,
K%, = 001,
a(t=0) = 9rad/s,
U(tZO) = 0.1m/s.

The simulation result is shown in Fig. 10.37.

Comparing Fig. 10.36 and 10.37, it is clear that residug) is not affected by
shaft sensor fault as it was the idea that was described istéineof section 10.3.5,
whereas residuair, is affected by both the shaft speed fault and the engine gain
fault. Small deviations (from zero) in both residuals are tluthe sudden change
in measurement/input signals combined with the nonlineaabiour of the system
and can be handled by choosing an appropriate threshold.
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Fig. 10.36. Residualrrg = U, — U. Simulation including all faults
and no measurement noise.
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Fig. 10.37. Residualrrq, = n.,, — n. Simulation including all faults
and no measurement noise.

I I
500 1000

3.6 Quantised systems approach to the diagnosis of theq control loop

an alternative approach to the diagnosis of the ship psapusystem, the quan-

tised systems approach explained in Chapter 9 is appligtetpitch control loop,

wh
blo

ich is shown in Fig. 10.33 in the right upper corner. Thepli®re-drawn as the
ck diagram shown in Fig. 10.38, where the influt is represented by the left

arrow and the measured pitch anglg by the right arrow. The two faults, which
affect this loop, are shown by the arrows labeled/sand Ad;,,. where the first
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represents the sensor fault, which may have the two valigs, or Aby;,n, and
the second a fault in the hydraulic system.

This figure depicts how the structure proposed in Fig. 9.3.@bR is applied to a
part of the ship propulsion problem. The following inveatigns will show that the
faults change the behaviour of the pitch control loop in saigay that they can be
detected by means of rough measurement sequences thatn@suh quantisation
of the numeric data that represent the evolutiorf,Qf and,,,. This diagnostic
method is robust against model uncertainties and measuoterise, because it is
based on rough data.

Atk A
Vet Pitch Wy 3, 9 Pitch v, 9 l U
i ch | W | Via X : itc ‘max :
| controller / Duin dynamics / Do B
U
Quantiser Quantiser
[hef] — - (S
Qualitative model of the pitch control loop |

Diagnostic algorithm

L Fault probabilities

Fig. 10.38. Quantised systems approach to the diagnosis of the pitch
control loop

Qualitative modelling of the pitch control loop. According to Section 9.4, the
pitch control loop together with the quantisers can be desdrby a stochastic
automaton, which is obtained by the abstraction algorithihe quantitative model

is given by Egs. (10.12), (10.14). It is used here in a disctigte version for the
sampling timeTs = 1s. The quantisers are chosen so as to get, on the one hand, a
low number of symbolic input and output values but, on theeptiand, to obtain
enough information about the performance of the pitch abtaop.

Figure 10.39 shows how the quantisation intervals of thesomea pitch angle
have been chosen. The quantisation of the input, which issflieeence input for the
measured pitch angle, is chosen accordingly. The size ahtaevals are compara-
ble with the size of the measurement noise. Due to this naismaller quantisation
resolution is useless. On the other hand, the diagnostidtsesill show that the
resolution used is small enough for the diagnostic purposesthe quantised input
and output sequences provide enough information for deteand identifying the
faults.

With these quantisers, the abstraction algorithm developeSection 9.4.3 has
been applied. The result is a stochastic automaton, whizhatdoe shown here due
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Fig. 10.39. Measured pitch angle in the quantised output space

to its size. This automaton is a complete model of the pitaitrobloop together
with the chosen quantisers.

Diagnostic results. The diagnostic algorithm has been tested for the pitch obntr
loop by using input and output sequences, which have beainellt by quantising
input and output signals used in simulation studies of the gtopulsion system.
In a long simulation run, the three different fault situaspwhich concern the pitch
control loop, have been simulated during the time intergalen in the table.

Fault symbol | Numerical fault value | Activation time | Final time

Abnign 1 180s 210s
Ao -0.7 1880s 1920s
Abine 00T 800 17005

Figure 10.40 shows the trajectory of the measured pitcheghigin a time interval,
in which the first fault was present. The diagnostic algonitiias no access to this
measurement values, but obtains merely the quantisedwuessithem. The figure
is used here to explain the diagnostic result.

The diagnostic algorithm finds the faulty = Ay, 44, which represents a posi-
tive measurement error, at once. This result is visible g1 ED.41, where the rect-
angle showing this fault (called “Sensorfault high”) is dkerom the second time
instant shown, which means that the diagnostic result @&tsscwith this fault a
high probability (which is nearly one over the whole timeesinial where the fault is
present).

Attime 210 seconds, the fault disappears. Hence the mehgitice angle is much
lower than before (cf. Fig. 10.40), which imitates the casting faultAd,,,,. This
behaviour explaines why the diagnostic algorithm assesiatith this faultAg;,.,
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Fig. 10.40. Quantitative trajectory of the measured pitch angle
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Fig. 10.41. Diagnostic result for sensor faultd;,, between 180 and
210 seconds
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Fig. 10.42. Quantitative trajectory of the measured pitch angle for
sensor faultAd; .,

a low (but positive) probability at the time instant 211. Her, as the diagnostic
algorithm does not only use the system output, but checksdhsistency of the

(quantised) input and output sequences with the stochaatitomaton, it finds out

that the decrease of the measurement values is the resaldisdppearance of the
fault Ad,; 4, and not due to the low-measurement fatli;,,. Hence, the diagnostic
algorithm gets the right result showing that the systemuliss.

For the second fault\g,,,,,, the pitch angle behaves approximately in the opposite
way as before (cf. Fig. 10.42). The diagnostic algorithmdittds fault at once and
behaves similarly as in the first fault case, when the secauld disappears at time
instant 1920 seconds (Fig. 10.43).

Finally, the diagnosis of the pitch control loop subject he hydraulic fault is
considered. As Fig. 10.44 shows, the measured pitch anglegels very slowly.
Hence, the effect of the fault is detectable rather late.r8foee, the figures are
drawn with a much higher sampling time as before.

Figure 10.45 shows that the fault is detected at time arod@@ $econds.

The results show that the faults in the pitch control loop logifiound by a diag-
nostic method that uses only quantised measurement siggwlssensor faults are
identified at once, whereas the hydraulic fault, which clesrtge system behaviour
slowly, is identified rather late. If the hydraulic fault &gys as an incipient fault
(cf. Table 10.9), this method is not quick enough for its iiferation. However,
even with precise numerical measurements, this fault touh$o be hard to detect
(cf. Section 10.3.5).
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Fig. 10.43. Diagnostic result for sensor faultd,,., between 1880 and
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Fig. 10.44. Quantitative trajectory of the measured pitch angle for

hydraulic faultAd;,,.
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Fig. 10.45. Diagnostic result for hydraulic faultd;,,. between 800
and 1700 seconds

10.3.7 Fault-tolerant propulsion

Active reconfiguration is achieved at the lower level of tigpspropulsion sys-
tem. Figure 10.46 shows how software redundancy, in the wasee shaft speed
measurement has failed, is implemented. The redundantlmodusists of the non-
linear observer that uses the fuel indéx and the propeller pitch measuremen;

as input and the ship speed measureménpt, as the system output. As mentioned
earlier, this observer is independent of faults in the séyaded measurement. How-
ever, it can correctly provide an estimate of the shaft spehith in turn is used as
a (software) redundant information when a fault occurs.

The block containing the observer and fault isolation medin Fig. 10.46 is the
fault detection and isolation block and originally contaseveral residual genera-
tion and fault identification modules, which are not all eipéd here.

A shaft speed sensor fault occurs at tig® s Fig 10.47 shows a zoom of the
time responses of the shaft speed and the fuel index wherathieadccurs at the
worst instant in time, during a transient behaviour causedlteration of the han-
dle command simultaneously with the diesel torque beingecto the maximum
limit. A statistical fault detection method (CUSUM) detethe sensor failing high
at time 681 s and generates a fault event. The state in theiaeddgic changes
to n_faultyand the fault is accommodated on 682 where the effector alters the
faulty measurement signal with the estimate generatedégahlinear observer.

The transient behaviour following the fault causes theloaer controller rapidly
to reduce the pitch angle. This rapid load reduction makds#fitult for the shaft
speed controller to reduce the shaft speed. Even in thisreeticase, the overshoot
in shaft speed is sonie’%, which is below the critical limit of over-speed shut down
(is 9 %) of the main engine. The transient thus has no critical &ffand is certainly
acceptable compared with the alternative, which would b&int loss of propulsion
of the ship. In each of the figures, the curves represent tlviog cases: normal
case (solid line), faulty case (dash dotted line), and rdigared case (dashed line),
reference signal (dotted line). The resulting overshonbis well below the critical



00 iy 22

Decision logic

Pitch
controller

Fault
Isolation

P Residuals

Shaft speed
controller

Sensors

m

Observer(s)

qm

Shaft speed and

ship speed

Sensors

U

m

Switch
(effector)

Fig. 10.46. Active reconfiguration scheme for the shaft speed when
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over-speed shut down limit and the effort of designing thepsigie observer was

well spent.
Shaft speed signals with and without reconfiguration
14
System Real shaft speed
13.5F reconfigured with reconf. 7
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Fig. 10.47. A zoom of the shaft speed and fuel index values in the
worst case, using the observer-generated shaft speed (Expefijne
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Shaft speed signals with and without reconfiguration
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Fig. 10.48. A zoom of the shaft speed and fuel index values in the
worst case, using the observer-generated shaft speed (Expegijne

10.4 Supervision of a steam generator

10.4.1 Description of the process

This section shows how a diagnostic algorithm can be found fiteam generator

by using structural analysis.
The steam generator is a pilot process available at the thitiyef Lille (France).

A general view of the installation is given on Fig. 10.49.

=
= .
U

Fig. 10.49. General view of the steam generator
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The energy of the primary loop is produced by an electricihgatvhile the en-
ergy of the steam (which would be really used in industrigl@ations, e.g. by
providing it to a turbo-alternator in a power station), iséneimply dissipated by
a cooling system that is composed of a set of modulating sadwel a condenser
coupled with a heat exchanger.

In the following a part of the installation which is composgftthe water feed-
ing circuit and of the 175 litres boiler together with the tieg is considered. The
technological description is given by Fig. 10.50.

Py MV, To the
ol steam
Lain ]
My, | flow
L, ) system
T i ;?4 )
MV,
Tank
Feed water
supply
i
o Thermal
< resistance
mzm 60 kW

Fig. 10.50. Scheme of the process

The different system variables are labelled as:

F: massic flow (kg/s)
T temperature?C)
P: pressure (bar)

L: level (litre).

Labels with a numerical index denote a sensor output whidel&awith a litteral
index stand for the model variables. For examgte s the output of the pressure
sensor whilePgy is the pression as computed from the model. Thermal power
(measured in J/s) which is transfered by convection or coinaly, respectively, is
labelled byH andQ.

Water feeding the steam generator is stored in the tank gigexturel’s 4 and
then fed into the boiler through the punipP; at constant speed. PunippP; is
in parallel with PP; and stands as redundant hardware. The water leyel and
the pressuré’;y in the boiler are measured by the sensoysLg and P;. They are
regulated by the two on-off regulatoF_' (pressure control) andC (level control).
These controllers act on the heating power of the therm#toes);;, which is
measured by sens@,, and on the flow of pumg@’s which is measured by sensor
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F5. The produced steam, whose nominal flowfisc = 60kg/h (measured by
SensorF), is subject to an isenthalpic depressurisation , due tb @f seodulating
valvesM Vy, M Vs andM Vg, until the fixed pressur®y, p is reached. This pressure,
measured by sensofg, and P4 just ahead of the modulating valves, is regulated
by a pressure controlléPC'). The pressure drop between them being neglectible,
the two measurements are redundant. The steam and satwettzdemperatures
in the boiler (both equal tdxy), are measured by the thermocouplgsand 7.
The manual valvé/ V3 on the emptying pipe of the boiler allows to create a water
leakage in the steam generator, while the manual vali& on the output steam
pipe allows to create a pipe clogginy/ Vs is a by-pass valve which also allows to
create a steam leakage.

10.4.2 Modeling of the steam generator

The steam generator is a dynamical nonlinear system. It hag of three do-

mains, namely hydraulic energy (flows of fluids in pipes)ctie energy (heating

power), thermal energy (production of steam, thermal exgha) and mechanical
energy (pumps, valves). Three subsystems are distinglishe

1. the feedwater circuit (pump, valve, pipe)
2. the steam generation process
3. the thermal resistor .

The modelling hypotheses are as follows:

e Water and steam are saturated. Thermodynamical propenteesalculated at
equilibrium (this is justified by the assumption that the evagteam mixture is
homogeneous).

e The water-steam mixture is at a uniform pressbie- i.e. the effect of the super-
ficial tension of steam bubbles is neglected.

e More generally, all variables have uniform values, due t® ghall size of the
boiler.

e The steam generator has known thermal capacity and it sufifem thermal
losses by conduction to the external environment.

e The liquid in the feeding circuit is uncompressible.

e The produced steam is compressible.

Feedwater circuit. The feedwater circuit is composed of a number of pipes, of
a hydraulic restriction, of two parallel pumps, and a marvade M V;. Water is
pushed by the on-off controlled hydraulic pumps accordinthe water level gy

in the steam generator.

Hydraulic model. The hydraulic model is intended to determine the water flow
Faro in the boiler feeding pipe. This flow is obtained by the inéetton of the
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chraracteristics of the pumpr4 (given by the provider) and of the pipE4y,
(Fig. 10.51).

A
APy, [pa]
Fra Fypy
Fypy
APy,
/ -
Faro Fyp /P m?/s]

Fig. 10.51. Determination of the feeding flow

The curvest's 1,1 andF 4o represent the pipes characteristics for different values
of its hydraulic resistance. The pump characteristicsvergias a function which
links the pressure differenc& Pp 4 (pascal) between the input and the output, and
the volumic flowFp 4 par.

The determination of the massic flafv, ;, as a function of the output pressure
in the Tank Psp and of the pressure in the steam generdlgy just consists in
solving the following system of equations:

{ Tar — (-8,4948 - 10710APp4 +9,722-107%) by

PAL
Far _  [/(Ppa—Pgv)10°
par Kp(zvi) °
APp 4 is the pressure drop between the input and the output of tippu
APpa = 10° (Ppa — Psp).

Psp is the (known) pressure at the output of the tank &pd is the pressure at the
output of the pump. The pressure drop between the tank arnidpbeof the pump
is negligible compared with the drop between the outputefibimp and the boiler.

par is the water densityPsy the pressure inside the boiler ahd,(zy1) the
pressure drop coefficient associated with the configuratioine pipe (lenght, num-
ber of turns, etc). The latter also depends on the openingdex the manual valve
MVy. by is a Boolean variable associated with the output of the otiaty which
depends on the level difference between the water levekistdam generatdry
and the reference water leveky ,..¢ , and on4, the dead zone of the relay:

by = F(sign (Lgv_ref — Lav), 4Q).
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Thermal model. Water is fed into the boiler through a calorifugated pipéoin
which it arrives at ambiant temperatuffey;. The operating regime is discontinu-
ous, and thus the thermal losses, by radiation, convectidncanduction can be
neglected. Therefore, the enthalpy fld#y ;. (J/s) carried by the feedwater flow is
equal to that at the output of the tafk s:

Hap = Hsp = Far, -har.
The specific enthalpy of the waterfs, 1, (J/kg)
har = cpeTALy

wherec,,., the specific heat of the water, is practically constant bpedes weakly

on the temperature and varies from 41801890 J - kg '-°C~! for temperature
between 15 and 10€. Since the feedwater temperature varies between 30 and
60°C, the model is written as

Hap, = 4200F 4, Tap.

It should be noticed that the state of the water has to be aeduith respect to a
basic reference temperature, which is takefigat= 0°C. The specific enthalpy of
liquid water is thus considered to bhe;, = 0 atT4;, = 0.

Hydraulic model of steam accumulation. The variation of the mass of the water-
steam mixturé\/ sy (kg) in the boiler is

d )
%(MGV) = Mgy = Far — Fva,

whereFYy ¢ represents the massic flow of the steam at the output of therbehich
flows through the manual vahg V5.

Many models can be used to compute the massic flasf a compressible fluid,
depending on the operating regime of the physical procesgelbknown model is
given by

F=Kp

;}T if Py <0.5P

(10.27)
F = Kp1y/(PL— P) £ if P, > 0.5P,

where K is some flow coefficient, and, 77, 7> and P, are respectively the
pressures and temperatures at the input (the output) ofipfeerpstrictions. It is
worth noticing that Bernoulli's law (which links the flow gnlvith the difference of
pressures) is valid only for uncompressible fluids.

In the present case, the pressures at the input and outpailvefM 5 are respec-
tively the relative pressure within the steam gener&gy- (P;) and the pressure
at the input of the depressurisation vaigsy, (P»). This pressure is measured by
sensorg’;, and Py4. Taking into account relation (10.27), it follows

(Pav — Pvp) Pvp
Tav .

Fye = \/ Kp(zva). (10.28)
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In Equation (10.28)K p(zv2) is the pressure drop coefficient associated with the
steam output pipe. It depends on the valWé/’; position and it is experimentally
determined.

Thermal model of the boiler. The energy balance equation in the steam generator
is given by
d(Hgv)
dt

wherehgy or Hgy are, respectively, the specific enthalpy and the total émgha
the boiler, and) 1y is the thermal heating power

Qrr = bs.Qs = b2.60000 W.

This power is generated byG kW heating resistor, measured by sengqr and
controlled by the on/off regulator, which acts on the pressi;y in the steam gen-
erator.b, (the relay output) is the Boolean control, which dependshertifference
between the pressure in the steam genetdtgr and its reference valuBgzy .y,
taking into account the relay’s dead zane

by = F(sign (Pgv _ref — Pav), Q).

Ey is the power (J/s) provided by the work of the pressure forwich is com-
puted from the relation

= HGV = QTH + Har + EW — HVG - QPG;

Ew = VgvPay
. dPeav
Py = £EV
VT T

Vev (m?) is the geometric volume of the boiler, namélyl 75 m3.
The total enthalpy flow carried by the steam is proportioo&he specific enthalpy
of the steanhy, and to its massic flowy ¢:

Hyg = Fye - hy.

Qp is the thermal power dissipated by conduction from the wstieam mixture
to the metal body of the boiler. It is calculated below, in thermal losses.

Modeling the thermal losses.Let ¢);¢ be the thermal capacity of the metal body
of the boiler. Two cases are in general considered when riroglelch systems:

e In the first case, the thermal capacity is taken into accduuritthe isolation be-
tween the metal body and the ambiant atmosphere is congidsrgerfect, so
that the losses are neglected.

¢ In the second case, radiation/conduction is present batéeemetal body and
the outside world.

In the Lille process, experiments have shown that thernsalds (by radiation and
conduction) could not be neglected, since several partsegpipes, sensors, valves
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are not calorifugated. Moreover, the mass of the metal bédyeoboiler cannot be
neglected 102 kg).

The energy balance associated with the metal body of therbaihose volume is
Vue and density i9 ¢ is given by

dT .
PJV[GVMGCMG# = Qprc — QEx,

where

Qrc = Kam (Tov — Tue) -

QEX is the dissipated thermal power to the external world, whesweraturd z x
is supposed to be constant. Parametgrs: andc,; depend on the kind of metal
which constitutes the body of the boiler

Qex = Kpx (Tye — Tex) -

Kgy and Kgx are heat exchange coefficienfsg ), depends on the length:
of the pipe, of its external and internal diametérs p and D¢, on the volumic
masspy of the steam, on the thermal conductivity coefficiaqt, on the dynamical
viscosity 11y, and on the radiation coefficieil 4y . Kgx depends on the ambiant
atmosphere properties.

Description of the two-phase water-steam mixture. Two possibilities exist for
modelling a two-phase mixture:

1. Write the balance equations for each of the two phases, &taltive equations
which model the exchanges between them. However, these¢i@ugiare not
well known, and this leads to a very huge number of equations.

2. Consider global equations which apply to the two phasaslsineously. This
approach, although not very rigourous, is the only one whiidws to obtain
practical models, particularly because it involves thecalbed quality of the
steamX, which represents the ratio between the steam and the watbei
mixture.

In a water-steam mixture, i.e. in the case of saturated stiesnperature and pres-
sure are not independent. The presdgsg and the steam quality are determined
by the following mixture equation

hoy = 2 =hy(Pov)- X +hp(Pav) - (1—X)
vov = 2 =wy(Pav)- X +vp(Pav) - (1 - X),

wherehr,(Pgv ), hv (Pav), v (Pgy ) andvy (Pgy ) are polynomial thermodynam-
ical fonctions of the pressut;y, of the specific enthalpigsand of the massic vol-
umesv of the liquid and of the steam. They are determined (for argiveerating
regime) by a least squares optimisation approach from thervgéeam equilibrium
tables:
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hy(Pgv) = —0,74P2%, —17,21Pgy + 2680
hr(Pov) = —0,0243P% +0,8487P%,, — 11,9P2,, — 99,97 Pgv + 347
v(Pov) = —=5,3-107°P2, +0,00207P%,, — 0,032P%,,
+0,2498 P2, — 1,03Pgy + 2,166
vp(Poy) = —3,59-1077P%, +1,2456- 10~°P2,, +1,03-1073

This system thus allows to determine the steam qualityhe pressure in the water-
steam mixtureP sy as well as the temperatuf;y, using the following thermody-
namical function:

Tey = —0,4594P%, + 12,7243 Pgy + 99,003.

10.4.3 Design of the diagnostic system

Specifications.Faults can occur in the process itself, or in the sensors and a
ators, e.g. as a change in the parameters of some compormenspécifications
are intended to list those faults which have to be considétadh fault is then as-
sociated with one or several equations of the system madelwith variables or
parameters of that model.

The diagnostic system will be associated with given deteaind isolation qual-
ity levels, evaluated e.g. by the false alarm and misseeetien probabilities, the
detection delay, the possibility to find out which fault tgadccured, among the
different possible ones.

The main goal of a steam generator is to deliver a steam flotv giiten pres-
sure and temperature. The first considered fault is thusceded with the output
steam flow, i.e. with the (partial or total) clogging of thetjput pipe, which can be
modelled as a change in the pressure drop coeffidignt

In industrial power plants it is important to completely aegte the primary and
the secondary loops. This means that no leakage is allowestefore, the second
considered fault is a leakage in the steam generator. Suahtanfill influence the
thermal energyH sy and the mas8/qy accumulated in the boiler.

The measurements are essential for the control of the pptmss leading to
consider sensor fauh{STQ, F3,Q4,T5,Tg, Pr, Fig, P11, P12, P14} in our list.

Design of the analytic redundancy relations. The system model can be decom-
posed into two subsets of relations. The behaviour of thega®is described by the
relations of the above modeR(\/), which obviously concern only letter-indexed
variables. The knowledge available in real time about theab®ur is described
by the relationsRC which are just a way of showing which system variables are
measured.

Behaviour model. From the previous equations, the behaviour model is asiisllo
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RM1: Tgy = —0,4594P%,, + 12,7243 Py + 99,003

RM?2 : hav =hyX+h,(1-X)

RMS3 : vav =vyX +r(l-X)

RM4: hy = —0,0243P%,, 4 0,8487P2,, — 11,9P%,+
+99,97Pgv + 347

RM5: hy  =—0,74P%, + 17,21 Pgy + 2680

RM6: v =-3,59-10""P,, +1,2456 - 107 5P%,, + 1,03 - 1073

RMT7: vy = —5,3-107°P3,, 4+ 0,00207P%, — 0,032P2,,
+0,2498 P2, — 1,03Pgy + 2,166

RMS : vay = 1\‘2%“//

RM9: hgy =48~

RM10: Fyg = \/Kp(ay) Ferfuolfin

RM11: Mgy = Mav

RM12: Mgy ZFAL—FVG

RM13: Hgy = v

RM14: Hgy =Qry+ Har+ Ew — Hyg — Qpc

RM15: Hap =4200Fa;Tar

RM16: Hye = Fya.hy

RM17: Qpc = Kou (Tav — Tuc)

RM18: puc Vuceme - Tuc + Tuc (Kpx + Kau)
= KoeuTov + KpxTex

RM19: Tye = “uc

RM20 : EW = VGVPGV

RM?21 : pGV = dl;c;v

This model is a set of 21 constraints (nonlinear algebradodifferential equations),
which link 25 unknown variables.

From the physical analysis of the process, the state veztirdimension three.
Two state variables are associated with the accumulatidimeiboiler, namely the
thermal energy v and the mas8/sy . The third state variable is associated with
the accumulation of the thermal energy in the metal body efltbiler. It is here
represented by the temperatig .

In general, the initial conditions being unknown, only #ative causality can be
used for the determination of the analytic redundancy imzlat However, in this
case, the initial conditions can be derived at each operatiche steam generator.
Indeed, the initial masa/¢y (0) of the mixture follows from the relation

Mgy (0) = VL(0)pr(0) + Vi, (0)pv (0)
= Vi(0)pr(0) + [Vev — Vi.(0)]pv (0),



10.4 Supervision of a steam generator 583

where V7 (0) is the initial volume of the liquid in the boiler, which is fidefor a
given pressureé’sy(0)) by the reference of the level regulation systehi46 m*

in our application). The volum&;, (0) of the steam then follows frorivsy, the
total volume of the boiler, given by its geometry. The volamiasses of the steam,
pv (0) and of the liquidpy, (0) are determined from the thyermodynamical tables at

pressureP;y (0).
The total initial enthalpy accumulated in the steam geoeiatthen
Hgy(0) = Mgy(0)hav(0)

Mgy (0)[hv (0).X(0) + hr(0)(1 — X(0))].

The initial specific enthalpy of the mixturéy (0), is determined as a function
of the initial steam qualityX (0) which is computed by
. My(0)  My(0)

My (0) + M(0)  Mgav(0)
and of the steam 4y, (0) — and water -k, (0) — enthalpies, determined from ther-
modynamical tables. The initial temperature of the boiteyil’;; (0) results from
the differential equatio® M 18 in static regime, where the initial temperature in the
boiler Ty (0) depends on the saturation pressheg, (0)
_ KamnTav(0) + KpxTpx
Keym + Kex .

X(0)

Trhc(0)

Sensors. The constraints associated with the sensors are the folgpwi

RC1: Ty =Tar (T2, Tar: °C)

RC2: 3. =Fa; (Fy: kg/h, Far: kg/s)

RC3: Q) 1000 =Qry (Qi:kW,Qpy: W)

RC4: Ts =Tav (I, Tav: °C)

RC5 : Ts =Tav (Ts, Tav: °C)

RC6 : P, =Pgy (Pr, Pgy :bar)

RCT: s =Fye  (Fuo: kg/h, Fye kg/s)

RCS : P =Pgv (P11, Pgv : bar)

RC9: Py =Pyp (P2, Pyp: bar)
RC10: Py =Pyp (Pu, Pyp: bar).

10.4.4 Structural analysis

The structural model is intended to analyse the structuxglerties of the system
and to provide the means of creating residuals. Once theskigts have been iden-
tified, the behaviour model has to be used to determine thalitinctions which
have to be implemented for their real-time computation.
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Fig. 10.53. Oriented structure graph of the boiler

The incidence matrix of the system structural graph is giweRig. 10.53.

The analytic redundancy relations express the compayibitinditions of this sys-
tem of31 equations and5 unknowns. They are exhibited by performing a complete
matching with respect to the unknown variables, as showmeimtcidence matrix,
and illustrated by Fig. 10.53. The non-matched constrairgs

NMC = {RM1, RM9, RM10, RC4, RC8, RC10} .

Computing the unknown variables as functions of the knowesdsy means of the
matching, and then putting the result into the constraihty /C, one obtains six
relations which link only known variables, i.e. six anatytedundancy relations.



586 10. Application examples

ARR1. ThefirstARR (ARR1) results fromRM1, RC5 and RC6, and the asso-
ciated alternated chain is shown on Fig. 10.54.

RC6 RM1 RC5

Fig. 10.54. ARR1 subgraph

This leads to the following computations:

RM1 = Tgy = —0,4594P%, + 12,7243Pgy + 99,003
RC5 : T =Tov
RC6 : P7 = ng.

ReplacingPgy andTgy by their measure#; andTj into expressiomRM 1, one
obtainsARR1

Ts = —0,4594P2 + 12, 7243P; + 99, 003. (10.29)

ARR2. The computation form oA RR2 is:

\/KD(ZVQ) (Pev — Pyp) - Pvp

RM10 = Fyq

Tev

RM1: Tgy = —0,4594P2%, + 12,7243Pgy + 99,003
RCE6 : P7 = PGV
RCT7: fo  =Fyg
RC9: Py =Pyp

(3600)2(P; — P12) - Kp - Pio 9

RM10 = —F4 =0
—0,4594P2 4 12,7243P; + 99,003~ '°
s (3600)2(P; — P12) - Kp - P12
r2 = Fip —

—0,4594P2 + 12,7243P; + 99,003

o is inkg? /s, it represents the link between the steam fiBy;, as computed by
Pav, Pyp andTgy, andFg, the measured value of this flow. It is represented on
Fig. 10.55.

ARRS3. The successive steps for the computatiodl&fR3 are as follows.

Step 1. From constraintf2C1 — RC'10 and RM 13 — RM 17, an elimination pro-
cedure provides the following expressionfo:y

HY) = /(Q4 + 420072 F3 — Ko (Ts — Tve) — Fiohy (Pr)dt) + Hav (0).
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Fig. 10.55. ARR2 subgraph

Step 2. FromRM11 — RM13, RC2 and RC'7 the following relation is obtained:

Mgy = / (Fy — F10)/3600dt + Mgy (0).

Step 3. The expression oK (taken fromRM 3) is obtained using?M 8 and the
above expression dfl gy

P 175/ ([ (F3 — F10)/3600dt + Mgy (0)) — v (Pr)
o llv(P7) — VL(P7) ’

Step 4. Another expression ofly is obtained by substitution, replacing and
Mgy by their respective expressions in constraiit/ 9:

HS), =

0,175/ (F3—F10)/3600dt+Mcy (0) ) —vr (Pr)
[( g o (P v (P7) ) '(hV(P7)_hL(P7))>

+hr(Pr)] - ([ (Fs — Fi0)/3600dt + Mgy (0)) -

The residual is then
rs = HEy — HG)

(0, 175/ ([ (F3 — Fi0)/3600dt + Mgy (0)) — vr,(Pr)

T3 =

vy (P7) — Vy, (P7)

(b (Pry — ha(P)) + hu(P2)] - ( [ 8~ Fio)s600at + MGV(0)>
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_ (/(Q4 + 420015 F5 — KGJM(T5 — TMg) — Flohv(P7))dt + HG\/(O)> .

r3 is an energy (in J) whose structure is shown on Fig. 10.56.

Fig. 10.56. ARR3 subgraph

Some remarks od R R3 follow.

Remark 10.1 Homogeneity

For clarity, there is no coefficient in this expression to insure its homaigyeie fact, the
flows should be in kg/s while the sensdrs and Fy, provide measurements in kg/h. The
energy should be in J while sensQr provides measurements in kJ. Besides(P;) and
hr(Pr) must be in J/kgd

Remark 10.2 Complexity

The computation form of this residual makes use of many constrainis fdltows from the
fact that many variables cannot be measured (enthalpy, volumic eraag)y, quality of the
steam)
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ARRs 4, 5 and 6. The three last ARRs are associated with hardware redundancy
since several sensors are measuring the same system esriabl

Sensorsls and 7y are both located in the boiler, bifk is slightly higher than
Ty and thus it measures the temperature of the steam. Undeyploghlesis that the
mixture is really homogeneous, both sensors should prdligleame value

ra :T5 —TG.

SensorP; is located in the boiler while sensé}; is located at the output. Neglect-
ing the pressure drop in the (small) pipe, both should peotlig same value

s = P7 — Pll-

SensorsP;, and P4 are both located before the two parallel modulating valtes a
the beginning of the depressurisation circuit

re = P — Py4.

10.4.5 Fault signatures

Remember that the signature of a fault is the subset of thendethcy relations
which are influenced by the fault. The faults to be detectetisolated are faults in
the sensor$Ts, Tg, P7, P11, P12, P14, Fio} and in{M¢gv, Kp}. For the system of
6 redundancy relations, the resulting signature tablevismgin Table 10.12.

Table 10.12 Fault signatures
‘/HTQ‘FS‘Q4‘T5‘T6‘P7‘F10‘P11‘PH‘PM‘KD‘MGV ’

r 11

o 1] 1 1 1

s || 1] 1] 1 101 1 1
ry 1

rs 1 1

s 1 1

All twelve column vectors are different from zero, and thlisaults are detectable.
Note that faults on sensof&,, 3 and QQ, which were not in the specifications,
can also be detected (it will be seen below that this is nottexé&rue, the actual

sensitivity being too low). The physical interpretationtbé theoretical signatures
is as follows:

e Residual links the temperaturé;y and the pressurggy of the steam-water
mixture. A clogging or a leakage should not act on this reaidu

e Residualry links the steam massic flowy ¢, the output pressuréy p, the
pressure in the boilePgy, and the temperatur&;y. A clogging should show
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through this residual since coefficieRty is explicitely present in the computa-
tion form.

e Residualrs links the different energies exchanged. It should be Sgasit a
water leak becausk/y appears explicitely in its expression.

e Residualsy, 5, andrg express hardware redundancy and thus are sensitive to

the faults in the associated sensors. They should be indepenf the clogging
or the leakage faults.

Note that it is always possible to obtain neW? Rs by combining the existing
ones. This can be done by substituting one variable in aioalaty its expression
obtained from another relation. For example, a new residuaén be created from
r1 andrs by eliminatingP; and, therefore;; would only depend ofi and Py .

The decision procedure now works as follows:

1. First compute the residuals and check whether they aretadifierent from
zero (residuals being stochastic variables, this call$hjgotheses testing of
change point detection algorithms).

2. Construct the system signature by putting a zero for ezerg residual and
a 1 for every non-zero residual, and compare the systemtsignaith the
theoretical ones given by Table 10.12.

Of course, since decision errors are always possible, thiersysignature might
be different from any theoretical signature in the tablethiat case, the nearest one
is in general taken. Thus, the detection and isolation mhaeewill be less sensitive
to errors as the distances between the theoretical signatdarger. Table 10.13
gives the Hamming distances between the 12 theoreticahsiggs.

It can be noticed that the distance between the signatusesiated withls, F3, Q4
and Mgy is zero. This means that any of these faults has the samegignand
thus, it is impossible to isolate which one has occured. Nipradault of one of the
three sensors canot be distinguished from a leakage in tteg.bo

Table 10.13 Hamming distances

‘ / HT2‘F3‘Q4‘T5‘T6‘P7‘F10‘P11‘PIZ‘PM‘KD‘MGV‘
T 0| 0 0 2| 2 3 1 1 3 2 0
F3 0 0 2
Q4 0 2
Ts 0
Ts
Pr

OIN[N| N

O|lw|lu|w|w

OINW W F|F

OlW W HAINFIF

OlWIN|A~OlW W W

OR[N WAa|BININ|N
OINIFP|IN|IFRPIWBAINIDNNDN

OININ| WP WNN OO
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10.4.6 Experimental results

Normal operation. In normal operation, the residuals should be zero in thel idea
case (no modelling error, no uncertainties, no measurense). This is not the
case, since modelling errors and noises are really predentever, taking into ac-
count the relative values of the residuals with respect ¢éocthrresponding signals
shows that the precision is not bad, as illustrated now feidual 3, whose be-
haviour in normal operation is shown by Fig. 10.57.

x 10* Joule
1.0 T
" W
0.0 F
-0.5
1.0 : :
0 50 100 150

Time (second)

Fig. 10.57. Residualr; in normal operation

This residual expresses the difference between the twdablaiways of com-
puting Hgyv . Table 10.14 gives the normalised values9{%). It is seen that this
residual, although nonzero in normal operation, can séllused, since its aver-
age value(2, 58 - 103 J) is very small with respect to the average valuefhfy,
(7,19 J), the ratio being), 36 %.

Table 10.14 Residualr; analysis

Percentage with

Residualr; value
3 respect taH v

Average value 2,5842 - 103 0,36
Standard deviation|| 833,0997 0,12
Maximum value 5,033 - 103 0,70
Minimum value 874,9006 0,12

10.4.7 Fault scenarios

Sensor faults.Sensor faults are created by addings&s extra signal to their output
on the time window 75 s, 1505s]. Ts, F3 and@,4 act only on residuats but this one
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does not react. The reason is that although it is strucyusaltsitive to the faults, its
actual (numerical) sensitivity is much too low (the energgariated with the faults

is neglectible with respect to the energy of the generafgr)and 7 are present

in residualsry, 3 andr,. r3 does not react to these faults, for the same reason as
already explained. But; andr, are really sensitive as shown by Fig. 10.58.

OC OC
30 30 :
Y W
20 + 20
vy Nty
10 10 t 4
0 LR A 0
-10 -10 Mﬁw
0 50 100 150 0 50 100 150
Time (second) Time (second)
(a) (b)

Fig. 10.58. Residualr; with +15 % on sensofls (left) and residual
r4 With +415 % on sensofl’s (right)

Faults on sensorB; and Py, affect residuals, r» andrs. Experimental results
are given on Fig. 10.59 and 10.60.

°C

5

OM M

L

0 50 100 150
Time (second)

Fig. 10.59. Residual with +15 % on P;

-10

It is seen that the sensitivity of; to P is real, and thus it reacts to the fault.
Similarly, residuals-, etrs are really sensitive to faults of sensBy, and residuals
ro , ¢ are really senstive to faults @t and Py4.

Thus, all sensor faults can be detected since at least odeaéss really senstivie
to each of them.
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x 10 kg /s? x 10* Joules

20 - 4 '
15 F MM""A’ b 3f r\v."«w—w/‘v
10 1 2

5 1}t .

0 oot M...mv.‘ - ll,AJI.' 0 - A
-5 L -1 |

0 50 100 150 0 50 100 150
Time (second) Time (second)

(a) (b)
Fig. 10.60. Residualr, (left) andrs (right) with 15% on P;

Process faults. Two experiments are made with the faulty process: the craggi
of the output valve (between tin@® s and100s), and a water leakage in the boiler
(only for 3 seconds, from tim&25 s to 128 s, since the experiment is very danger-
ous).

As expected, residual; is not sensitive to any of these faults. Residualis
sensitive only to the clogging (Fig. 10.61) because it iDeisted with the steam
flow Fy o (measured by ) which is not affected by the fault in the considered
operating conditions (the boiler still contains water egtou

x 107 kg/s?
sk ]
2 (\\H
| kﬂw A
0 ket b
0 50 100 150

Time (second)

Fig. 10.61. Residualr; clogging of the output pipe

Residualrs (Fig. 10.62) is only senstive to the leak. The physical imtetation
is that since the level regulator tries to compensate thHe tha boiler fills up with
more cold water, hence creating a change in its energetiecbn

Residualsy, r5 andrg confirm their insensitivity to the clogging and to the leak.
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x 10* Joules
4 T

3r rxﬁf«-v—w\/‘\:
2

-1 !
0 50 100 150
Time (second)

Fig. 10.62. Residualrs leak in the boiler

10.4.8 Evaluation of the experimental results

In spite of the simplifications, the model of the steam getoeris quite good, as
shown by the fact that in normal operation, the residualpeaetically zero.

Structural analysis has been applied to design the faudhdistic system, and has
provided residuals which detect and isolate the faultsrgivethe specifications.
The consistency between the expected behaviour of theuadsidnd their actual
behaviour has been experimentally shown.

The decision procedure which has been applied is ratherlsimpe residuals
have been compared with a threshold equal to 3 times theasthdéviation under
the normal operation hypothesis. It has not been necessdgyelop more sophis-
ticated approaches, since the results obtained in the mbmperating regime (6-8
bars) are quite satisfactory: For all the experiments whiore been performed, the
false alarm and the missed-detection rates were zero.

10.5 Fault-tolerant electrical steering of warehouse truks

This case study deals with electrical steering, a combinediviare-software-
control problem that shows how the methods from the theoaptehs are applied
to this type of embedded system. Being critical to the sadétyehicles, the steer-
ing system of a vehicle is required to maintain the vehiclafita to steer until it
is brought to halt, should a fault occur. With electricalesteg becoming a cost-
effective candidate for electrical powered vehicles, dtfnlerant architecture is
needed that meets this requirement. This case study tresafault-tolerance prop-
erties of an electrical steering system. It presents a rfawdt-tolerant architecture
where a dedicated AC-motor design was used in conjunctiohn efieap voltage
measurements to ensure detection of all relevant faultsersteering system. The
study shows how active control reconfiguration can acconateoall critical faults.
The fault-tolerant steering system was implemented ondheéviare of a warehouse
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truck and validations were made with hardware-in-the-ltasps, demonstrating di-
agnosis of all critical faults and ability to obtain the r&gd fault-tolerant capabili-
ties.

10.5.1 Introduction

A steering system for a vehicle on public road is required tontain its ability
to steer until it can be brought to halt, irrespective of aimglke fault in the steer-
ing system. With electrical steering becoming a cost-é&ffecandidate for steering
of electrical powered vehicles, system architecture antrying interfaces, signal
processing and control methods need be dedicated to mgé&ttidlamental require-
ment.

Fail-operational systems that are able to continue omeratith unchanged per-
formance irrespective of any defect within the systemfitased common in critical
applications such as airplane control. Implemented wighetredundancy or more,
these systems are, however, prohibitive for commerciakatar In order to achieve
low-cost solutions, ideas from fault-tolerant control kkbbe useful since we could
accept degraded performance after a fault has occurrdd ifehicle is still able to
be steered until it can be brought to a halt.

This case study suggests a fault-tolerant solution for ectietal steering system,
discusses how hardware, software and system functiosalityld be addressed and
presents a fault-tolerant architecture that enables gpcdmation that meets the re-
quirement of authorities for driving on public roads. Argityg the architecture of
a steering-by-wire system it is considered how duplicatddator motors could be
avoided. Using the AC motor star-point measurement, theéysshows how diag-
nosis is obtained for all critical single-fault cases in fystem. Finally, an extract
of systematic tests of hardware and software faults areidied as validation of
the fault-tolerance abilities of electrical steering syst Hardware in the loop tests
were made as validation using the hardware platform from eekause truck to
document real performance.

10.5.2 Electrical Steering

The architecture of a basic electrical steering system #&dricles is shown in
Fig. 10.63. The double-arrows indicate that connectedssyisbtems affect each other.
The steering system contains a steering input system, awtemp drive system, an
induction motor, mechanical link to steering wheel(s), artshttery power supply.
The user command comes from a steering-wheel or a joy-Stioé.steering input
system is a hardware component, which transforms the maetémput to a refer-
ence steering signal for the computer. A control algorithrihe computer generates
the actual control command to the drive system, and the diiseem converts the
voltage of the power supply into a three phase voltage sfgnéthe induction motor.
The motor is mechanically linked to the wheel(s) of the vishic
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Battery 4+ power supply

: !

Interface CPU > f.ajce IGBT
river

Input command 4 ¢

Rod to steering
sensor wheel(s)

Fig. 10.63. A basic electrical steering system

For warehouse trucks and similar commercial applicatiansteering system is
needed that is low-cost and fault-tolerant. A basic elestigering system is shown
in Fig. 10.63. It is potentially low-cost but is not faultkéoant. To develop a low-
cost and fault-tolerant steering system, all subsystemsheagir interactions need be
carefully considered. With this purpose, it is useful toaepe into three subsys-
tems. One is the power supply, the second is the steering aystem, the third is
the wheel drive actuator, comprising computer, drive etgtts, induction motor,
wheel, and sensors. This case study considers the latter.

Actuator and sensor system.Fig. 10.64 shows wheel drive actuator system. The
drive consists of an inverter and a gate-driver. PWM-sigaagscalculated by the
computer and forwarded to the gate-driver that opens argkslthe semiconduc-
tor switches (IGBT). The power electronics converts thedmgatsupply voltage to

a switched three phase voltage which is applied to the insluahotor. Potentially,
such system could contain a number of different sensors.ederyfor the ware-
house truck and other low-cost applications, it is posdiblese a control principle
which uses only the average currépic for feedback. Figure 10.64 shows three
sensors: the wheel demah, current consumed by the power stage: and the
stator'a star point voltage of the motdf,;.

Critical faults. It is possible to identify a large number of possible faultghie
drive system and the induction motor, however, not all faalte relevant. For the
warehouse truck, safety is the key issue, and faults that teebe considered are
those that have implications on safety.

The steering system for a warehouse truck is as a relativeédogue/low-power
application and in such applications, regulations by pudlithorities list mechani-
cal components which are unlikely to fail if their designlée¥ given standards. For
example, breakage of the rotor shaft and breakage of théain the rotor belong
to this category. In contrast, motor bearings become wodnaalh fail eventually.

All electronic components need to be considered prone taré&iThis includes
the DC link sensor (thépc signal), the computer with analog interface and the
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Fig. 10.64. Basic wheel drive system

inverter electronics. The inverter contains gate-drivet the power switches. Each
power switch can either be short circuited or be open ciecuitlisconnected).
Electrical components include harness and induction motidhe motor, stator
windings are subject to be disconnected or short circudgadnternal turn winding
short circuit could occur. In the harness or in the motor, asehcould be discon-
nected (open phase fault). A phase could be short-circtitetiassis but such fail-
ure is dealt with by intrinsic design using well establisiechniques with double-

insulation.

Component failures that would cause loss of steering chfyabith the basic
architecture of the electrical steering system are ligtethble 10.1.

Table 10.1.Critical component failures

Subsystem| Component | Failure | No. |
Drive Gate driver Malfunction f1
Power switch| Short circuit fo
Power switch| Fail open f3
Motor Winding Open phase fa
Winding Turn short f5
Harness Open phase fe
Harness Phase to chassis f7
Bearing Stuck fs
Sensor DC link Malfunction fo
Power Harness Power loss fo

597
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10.5.3 System architecture

The requirement of maintaining ability to steer the vehiahil it can be brought
to a halt has some straightforward implications on the g&chire of the electrical
steering system,

e No single failure of a component may prevent adequate stpability

e The system shall bypass a faulty component to continue tiperar override the
effects of a faulty component

e If an actuator fault is present, parallel action should fevaugh control authority
to override the effects of the fault

While good case by case engineering designs could be acHievmaduch immedi-
ate observations, a systematic and rigorous analysisioffegrtant benefits. One is
to assure that any component discrepancy from normal ised\®y an analysis of
fault propagation and the consequences of componentdaiurother is a provable
correct deduction of fault propagation from basic assuomgtis a valuable tool in
the quality assurance and systematic validation of a deSigm algebraic approach
to fault propagation analysis, with the extension to geneoimponent representa-
tions provide a useful method for a systematic design.

Component-based analysis.The analysis presented here is based on services of-
fered by components in normal or faulty modes, and the imfieeiarchitecture
has on the service available from the entire electricalristgesystem. A complete
fault-propagation analysis was carried out in [254].

Subsystem behaviours.The system breakdown in Fig. 10.63 showed the system
components and their interaction. With notation for sigretiown in Table 10.3,
behaviours in normal mode between input and output signeléstéed in Table 10.2.
The serviceS®) offered by a componerit is to deliver an output, according to
the specified behavious™ (c{”)) wherev € {n,d1,d2, ..o} is a version of the
service that follows from the condition of the component(nal, reducedl,..,none).

If a component has an internal failure, a version of the sermay be available
with degraded performancﬂ(’“)(cid)) or the service may not be available at all

S (el

System service. The steering service obtained for the system as an entsedy i
function of the component architectufeand the version vectas for the present
condition of components. Witlhh components, the set of available behaviours will
beC, = ("™, c5®, .. ct{™), and the overall system serviceds”) (A, c'") =
A(S™),i = 1,...,m. With a single string architecture as Fig. 10.64, we obtain



Table 10.2.Component services and behaviours
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| Component| In | Out | Behaviour

Reference | uret | Taem | Tdem = Cr(Urer)

Computer | Tuem | deom | deom = ce(Taem)

AC drive Ucom | Us s = cd(dcom)

Motor Us Tois | T = cmr(us,is,ws)
is = Cmi(us, Tm, ws)

i-sensor im lde Tm = fdc

Power Vbat Vbus Vius = const.

Table 10.3.Notation

| Variable | Explanation
Uref Driver’s input command
Qdem Torque demand
Ucom Command to inverter
Us; Uy Stator (rotor) voltage
is; ir Stator (rotor) current
Vs; Yr Stator (rotor) magnetic flux linkage
¢, 0 Angles stator and rotor fields
T Motor torque
Wi Motor-shaft angular velocity
bm Motor-shaft angle
lde Average motor current
im Measured average motor current
Un, Starpoint voltage
Vius Battery voltage
Vius Bus voltage
S e = S ASPAS™ NSNS NSNS,

where superscripi indicates wheelp is power supplym is motor,d is drive,i is
current sensor; is computer and is voltage sensor.
An alternative could be a hardware configuration with twoagial totally redun-

dant lines with only the wheel in common,

S(S)

rhw

This solution is expensive as it requires two motors. Twoartvould be allowed
to drive a common shatft if it is proved that a healthy motor wé able to have

= SUA((SPLAS™EASTA ST A S A SY)
V(SP2 A ST NSNS SN SY))
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control authority over a faulty one. A cost effective sabutiwvould be one single

motor that could use dual windings on the stator and divieéepthwer drive output

stages between the windings. With such solution, both wipdiets and inverter
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stages would be used in normal operation while, in case afréin one stator,
the motor would be driven with up to half of maximal (nominedjque. The fault-
tolerant architecture shown in Fig. 10.65 is based on tlda.itt was a prerequisite
for this solution that the rotor bars of the AC motor are nairar to failure. Present
(2006) standards allow a common rotor provided design ralesadhered to, just
as is the case of the common rod from the motor to the steerireelvwhich is
assumed unlikely to fail provided standard design rulesal@wved.

+0
IGBT
Input 2
nput P R P
command e s s
| EI [ — ey e
o
“Her— L = = B
O I — — —
j [ Motor
l with dual
AT ] [ [ IR windings
iDC r o 9
i
7(]) Vit - A 73
+o . !
]
IGBT ]!
]
U P
T = = i
< < < [ I H
e LELE ]
25— | m
CHEr 1L ~ = . |
O I — — e i
.T - |
: |
|
I
|
[}

Al *ﬂ .

Fig. 10.65. An architecture for fault-tolerant electrical steering

The service at system level is
S = A ST (ST SP2) A (ST v 57) (10.32)
A((SPASTASY) v (S92 A S A SY2))

The paradigm in this architecture is that component fadlsteould be detectable
and faulty components be bypassed by controlling the sitmalin the software of
the system. Using a motor with dual windings requires
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e No critical failure in the motor must prevent the developimehtorque in the
non-faulty part.

e A motor bearing fault should be detected before it can tuta @nfailure that
makes the motor shaft unable to turn.

Dual stator AC motor. An AC motor with four windings was proposed earlier in
the literature. A simpler and more cost effective solutisria remain with a three
phase drive systems since mass produced power stagesdaemns(IGBT devices)
are available for the six transistor switch bridge sets Use8-phase drives. Hence,
it is worthwhile to investigate AC motor properties for matavith duplicated stator
windings. A layout of a dual stator AC motor is shown in Fig.@f A scrutiny of
parameters in the dual winding motor showed that one phlysictor with dual
windings give fault-tolerance properties quite equivatertiwo independent motors
on a common shaft. The key issue is that the mutual inductafges not so large
that a short circuit on one winding will prevent the motorrfraurning using the
other winding for control.

Windings, stator 1 Windings, stator 2

Fig. 10.66. AC motor with dual stator windings (by courtesy of J. S.
Thomsen)

Requirements to fault detection and accommodationThe fault-tolerant architec-
ture includes two actuators in parallel consisting of dgystem and stator wind-
ings. In normal operation both actuators are active andoeate to rotate the wheel
according to control input. If a fault should occur in onelod two actuators it must
be detected and accommodated to achieve fault tolerankteritdal faults which
are not handled by design as described in Section 10.5.3lmeusttected and ac-
commodated. This includes faulfs, f2, f3, f1, f5, andfy, in Table 10.1.

It can be expected that faults in the drive system will prepadgo have an effectin
the stator windings. Several methods exists for detectngid in stator windings.
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Utilizing a star point sensor is advantageous for a low-coéiition as only two
voltage measurements are needed.

Coverage. The paradigm in this architecture is that faults can be detesnd fault
handling be successfully achieved to bypass malfunctgpoomponents. In theory,
the probability of making a successful detection and systonfiguration (cover-
age), is not 100%, but it will be shown in the experimentatisechat for all faults,
which impair steering performance, faults can indeed beated, isolated and the
system be reconfigured.

In the following, we focus the discussion to power drive anthiator and limit
the treatment to the critical faults, noting that diagnasisiotor bearing wear is not
pursued in this context.

10.5.4 Structural analysis

The analysis of structure comprises the elements: forimglabnstraints, providing
a matching on the unknown variables, determine measursrrewhich all critical
faults are detectable and faulty parts are isolable sudhctiveect reconfiguration
can be made.

Constraints for the dual stator AC motor. The behaviours of the dual stator AC
motor are available through a small extension to the themruygual electrical mo-
tors, by taking account of the mutual inductions within thealdwinding motor.
Let the terminal voltage ba; = (us; ui ugs)’, the current in a stator winding
is = (is1 is2 is3)” @nd current in the rotdr. = (i1 4,2 ir3)". The flux in a stator is
similarly the vector), and the flux through the rotor i,.. Parameters arR for re-
sistance/ for inductanceM for mutual inductance] for electrical angle between
stator 1 and rotor? the electrical offset angle between two stators aihgls) (¢) a
rotation matrix used to express the rotor-stator flux irdtoa,

cos(¢) cos(¢+ 2F)  cos(p+ 4F)
N(¢p) = cos(o+ 47”) cos(¢) cos(¢ + 2%)
cos(¢p + 2?”) cos(¢ + 47”) cos(9)

For later use, note that the sum of elements in a columN @f) is zero,
Zzzl Nij(¢) = cos(¢)+ cos(op+ %’T) + cos(¢p + %’T) =0. (10.33)

The basic electrical equations for the dual winding AC metier
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arouf =ul s R+ 4 (0)

e ou? =ud +RAP + & ( §2)) ;

s 0 =R+ Ly,

i 9 =LA + My N9, + Mo N ()i

s U = Li® + My N(0 + )i, + M N(B)il" (10.34)
co: Ur =L, + M N'(0)i" + M, N'(6 - )il

cr: 0 = 22:1 ZSC)

cs: 0 = Yot ch)

co: 0 = Zi:l irk

whereuﬁl) andu§2) are the terminal voltage vectors applied on the two statodwi
ings.

The mechanical variables are the angjbnd the angular velocity, motor torque
T,, and load torquél;. Total inertia referred to the motor shaft is The torque
balance of the motor then gives

cio: T = (igl))/%( sr(0)) i
(10.35)
dy: w =4(0)
Without loss of generality, several differential congttaihave been written im-
plicitly in Equations (10.34) and (10.35) to limit the sizetloe incidence matrix.

The sets of unknown variablés,, and known variable&’,,, in Equations (10.34)
and (10.35) are

Xm = {u%l)7u£b2)7igl)7i‘(92)7i’l’7 .gl)y £2)7wT797W7Tm71-‘l}
(1), (2) (10.36)
Kn = A{u; w7}

Viewing Eg. (10.36) as scalar variables, there 2teunknown and6 known
scalar variables. There a2é scalar constraints comprised in Equations (10.34) and
(10.35). Hence, the system is under-constrained or jusitrained onX,,.

The structure graph,,, is shown in the incidence matrix where each of the vector
constraints have been split into their scalar parts and ¢ respectively, and the
columns refer to the scalar variables in the Xet.
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A complete matching oX,,, is marked in the incidence matrix Igi). The match-
ing is also complete o6, so driven by the terminal voltages on the two windings,
and with unknown load torque, this system is just constrhifide matching could
not be found using the simple ranking algorithm due to theexbloops in this
graph. The more general algorithms had to be employed.

The existence of a complete matching knowing the terminigges on the motor,
but not the mechanical load torque, shows that the motoreniér an equilibrium
state where motor torque outbalance the load torque. Csragal fluxes within the
motor are determined by the solution to the set of nonlingaagons in Equations
(10.34) and (10.35). The existence of a symbolic or numeriati®n can not be
determined from the structure graph alone since the loopkearstructure graph
comprise nonlinear elements. A scrutiny in electrical niaes shows, however,
that a solution does exist, which is indeed expected fronilaiity of this motor
with single stator AC motors.

Assured that the solution does exist, it timely to consideictv sensors should be
made available to meet the fault-tolerance requirements.

Measurements on the motor. Several signals could be monitored in the AC mo-
tor and the connected components. From a cost perspeciiefrequency (i.e.
20-200 kHz) pulse width modulated (PWM) voltage signals afécdlt and ex-
pensive to monitor. In contrast, voltages without higlgtrency contents are easily
and inexpensively converted to digital signals. Measurgraghigh currents is cer-
tainly possible but require expensive transducers whertinents are above the
5-10 Arange. Since, is high frequency chopped (PWM) and the 6 components of
the vector valued currenig), i§2> belong to the high current category, the preferred
monitoring possibility for the AC motor are the two star rtoioltagesvﬁf) andv?.
Choosing the star-point voltages as measurements meadd twa constraints,

mic o um = uy)
2) ) (10.37)
mo: Unm = Un

Star point voltage. With uﬁll) and u%l) related to voltage and current in the two
stators, constraints; to ¢, in Eq. (10.34), consider summation of theb andc¢
components for each stator. For brevity, we use the notation

3
Z ug,lc) = Z uil).
k=1

3
Then
d
Z“El) _ 3U5L1) + L, Zigl) + - Z¢§1> (10.38)
3 3

3
and
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Zwm = LSZigl)JrMSTZ(Nal

+ MSSZ N@© - ) <2>)

(]
Z
I

Z Nj1(0)ir1 + Z N2 (0)ipe + Z Nis(8)irs
— =1 =1

= 0-i,

and
Z igl) =0,
3
Eq. (10.38) is reduced to
0 = 3ul > ul, (10.39)
3

and a similar result is obtained for stator

This shows that with a symmetric voltage vector applied attdrminals , i.e
> suy = 0, the star point voltage is zero when the system acts acaptdirits
normal behaviour.

Structural detectability in star-point residuals. Adding the two measured star-
point voltages as known variables and the associated edgmistfrom Eq. (10.37)

to the structure graph, these two constraints remain urredtand are hence parity
relations, that are used for residual generation. Badkingahrough the matching

disclose how violation of constraints are detectable inwweeresiduals,

) = 3u511)(t)72u§1)(t) (10.40)
rat) = ZW ),

The result is that from the star-point measurements, vaolaif any constraint in
Equations (10.34) and (10.35) are detectable in both ofabieluals of Eq. (10.40).

Structural isolability is not achieved for any violation thie primary constraints
because both residuals depend structurally on the entitd #&e basic constraints.
This does not necessary mean that (not structural) isal&ionpossible. In order
to scrutinize the properties of the residuals in Eq. (10.40)

Extension to other components.So far, only the dual stator AC motor was treated.
It remains to formulate the constraints for the remainingponents of the electrical
steering system.
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Each of the power stages (power drives) receive a voltagenandu..,,,q from
the microprocessor and deliver the PWM signalto the motor. The power con-
sumption of the drive i$°; and power delivered to a statoriy with an efficiency
nq. Then,(j = 1,2)

pdy;j
szj :
pds; :

ul
P

nde

= ug,
=pJ

7)
d

(10.41)

wherei,. is the current drawn by the power stage from the DC voltagelgup
For each of the micro processdis= 1, 2),

mplj :
mpaj :
mpgj :
mp4j :
mpg,j .

mpej -

J
cmd
(1)
Unm

22

:(51)
im

i%?

(4)

Urm

u

= Cc (us‘]'ﬂ)z)

i

-

(10.42)

= Uref

where constraintip, shows that the physical measurement of the star point ltag
is done by the microprocessor unit. Similarly, it is the romocessor that mea-
sures command,.. ; and current consumptiar, for each of the power stages. The
processor outputs the command voltage, ;. The measurements of are conducted
such that microprocessor associated with the stator @&s information about the
measurements from the stator (2) line. The cross-measuatsrage not necessarily
analog interface but could be implemented using data-bosmmication between
the microprocessors, however with a penalty in isolabiityaults in interface or

Sensors.

Having introduced power consumption in the constraintsrewert to the mo-
tor equations and express the power balance of the motog asieady available

variables,
Cc12 :
c13 :
C14

C15 -

P = 0y uf

P = Y ul?

P =1 ( PO 4 p) po) (10.43)
P, =T,w

wheren,, is a known motor efficiency anffy the magnetization loss, which is also
known from motor data.

Matching the structure graph resulting from constraintEEguations (10.41),
(10.42) and (10.43) leads to further parity relations thakes it possible to iso-
late faults in either of the computer units, and in each ofdbbination of drive
and stator blocks. The structural analysis that gives theesdts is straight forward.
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10.5.5 Analytical properties of residuals

Continuing with the next level of detail in the design, we ramalyze the properties
of the analytical parity relations found in the structunagbysis. Isolability of faults

to one or the other of the stator feed lines (computer - povagyes- stator) is the
key issue and weak and strong detectability are of faultessential in this respect.

Star-point residuals. Reverting tor, (¢) from Eq. (10.40),

nt) = 3uP) - u),
3
= R 5 ()

- Rsls w - Msr 1, + - Ls It (15 ) (10 )

d. P NATE)
—I—%: MSTN(Q) di (lr) + 23: MSSN( ﬁ) dt(ls )
and a symmetrical result is obtained fart).

Eqg. (10.44) shows that there is strong detectability,irof faults in stator 1 and
in the rotor. Faults in faults in stator 2 will be weakly detdde if the resulting
derivatives of currents are symmetrical, i.e. the sum otthaponents remain zero.
The implication is that stator 2 faults will be weakly detdde or very small irr;.
With the symmetry of-; andr,, stator 2 and rotor faults will be strongly detectable
in r and stator 1 faults will be weakly detectable.

It it noted that also faults in the stator 1 power electromid@$ be strongly de-
tectable as imbalance @, will give rise to imbalance in,.

This is a quite fortunate result as it is possible to obtainanbiguous diagnostic
result and the remedial reaction to diagnosed faults is,clea

H, (7“1) A\ Ho(’l“g) = dlS&b'e(l)
Ho(r1) A Hi(r2) = disable(2)
Hy(r1) ANHi(r9) = reduce power to motor

It is noted that, according to regulations, by regulatorgigie of the rotor and the
shaft of an AC motor, rotor defects are considered impossifyinonetheless, a rotor
defect should be developing, the total power is reducedewegnt rotor failure.

Change detection from star point residual. With an unbalance, the star point
residual will differ from zero in amplitude. The star poirdashthe fundamental fre-
guency ofu; as a dominant component. Detection of changesintherefore need
be done at the fundamental frequency. Correlation at thedionental frequency is
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done through correlation over a window df samples of the residual, and with
sampling timeTy,

n
Tj (’I’L) = Z un'm(nTs)(j)e_ijTGk. (1045)
k=n—N

Other residuals. With two current measurements representing electricalepday
a drive, additional residuals exist but the load torque @wtheel is unknown and
only one additional redundancy relation can be obtained r&diable measure of
discrepancy within the system. This residuatjsas measured by CPU 1 angas
measured by CPU2,

ra(t) = gy (1) — itn) (1) (10.46)
(1 (2
ra(t) = ifay(t) — i (t)
Isolation in case of a DC link sensor fault is possible froma thassive" residu-
als Eq. (10.46), but certain common mode faults would affeti residuals, which

would prevent isolation. As the system is part of an fauktant control system,
active isolation can easily be performed. A perturbatigmai is added to the com-

mand for each drive and the signature in the current sidﬁa)ahndigs) will deter-
mine which sensor could be defect.

10.5.6 Fault detection and isolation

The critical faults that need be detected and accommodatbe ipart of the system
on which we focus, ar¢; - f5 and fy of Table 10.1. The effects of each fault was
investigated and the signature found in the residuals.

fi — {u, balancev u, unbalance }

fo — {u, unbalance}

f3s  — {u, unbalance} (10.47)
fa — {u, unbalance}

fs — {u, unbalance}

fo — {DClink incorrect value}

f1is agate driver malfunction. If a critical fault occurs irethate-driver it can easily
be assumed that the output signals has no resemblance WidhP¥&M signals,
except when all signals are logical zero. Some combinatdsgynals will enable
a circuit from positive to negative supply, either in thearter or through the stator.
In both cases one or more power switches would be destroyesiwbuld result in
stator unbalance similar to an open phase fault. Lack oflanbe only occur in the
situation where all output signals are logical zero. Thisglonot leave a signature
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in the star point signal but the fault is easily identifiedhie DC link signal, which
will be zero despite a control input is presefi.is a power switch short circuit.
As destruction of one or more switches can be expected, ttegyes applied to the
stator will not be balanced. Likewise unbalanced signatsoltained iffs (power
switch fail open) orf, (windings open phase) happefj.is an internal turn fault in
the stator. Such fault results in a reduced winding and,, thnsunbalanced stator
is obtained.fy is a DC link sensor fault. This causes no unbalance in therstat
windings but with two DC link sensors, fault isolation is pise.

Change detection and isolation. In conclusion, mean value or combined mean
value and variance change detection in the two residyéts, and ine(n) was able

to detect each of the critical faults. All critical faults mestrongly detectable and
application of standard CUSUM methods was straightforwsolation was also
possible in all cases with appropriate means.

10.5.7 Experiments

The fault-tolerant architecture in Section 10.5.3 has beglemented as a labora-
tory test system using actual hardware. With the test syitisrpossible to generate
selected non-destructive faults; a phase wire can be milysatisconnected in sys-
tem 1, each transistor in the inverter of system 2 can be ldidabnd a part of a
phase winding in a stator can be short circuited. Using thestestem it is possible
to experimentally generate faulfs, fo, f3, f1 and f5, and detection and isolation
was validated.

A number of tests were performed. Three test results (te$tsahd 7) are shown
below. Fig. 10.67 shows the case where a phase is physitsdigrthected in system
1, in Fig. 10.68 one of the inverter transistors is disabtgzb() in system 2, and in
Fig. 10.69 a part of a phase winding in system 1 is short deduiThe tests show
the strong detectability of faults and a time to detect inGHe0.3 s range, which is
acceptable.

10.5.8 Evaluation of the results

This industrial case study showed how the systematic apprisam component
and system structure could be employed to find the propestidse overall fault-
tolerant electrical steering system. It was shows how hardysoftware and system
functionality aspects could be combined to obtain systedevault-tolerance. Du-
plicated motors were avoided and replaced by one doubler statuction motor to
obtain a low-cost yet fault-tolerant solution. Using the A®tor star-point mea-
surement and a simple measurement of total current to eaehggrction, the case
showed how correct diagnosis was obtained for all singlk ases, both in the mo-
tor and in associated power electronics. The case conditherg defects in power
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Fig. 10.67. A phase is physically disconnected in system 1 (by
courtesy of J. S. Thomsen)
Test 5. Motor speed: 1041 RPM. Transistor T13 fault in system 2.
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Test 2. Motor speed: 1063 RPM. Open phase fault in system 1.

Fig. 10.68. An inverter transistor is disabled (open) in system 2 (by
courtesy of J. S. Thomsen)
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Test 7. Motor speed: 1052 RPM. Short circuit fault in system 1.
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Fig. 10.69. A part of a phase winding in system 1 is short circuited (by
courtesy of J. S. Thomsen)

electronics could be detected in time to allow faults to logi®d and how reconfig-
uration could be obtained. Finally, systematic tests dtsamposed on a warehouse
truck platform demonstrated the fault-tolerant abilitié$he new steering system.

10.6 Summary: Guidelines for the design of fault-tolerant
control

As a summary for further applications, this section trela¢sarchitecture for imple-
mentation of autonomous supervision and describes thgrigsocess needed to
achieve a fault-tolerant control algorithm in a documergted reliable way.

10.6.1 Architecture

Autonomous supervision requires development and impléatien observing com-
pleteness and correctness qualities. It is important tletdesign of a supervised
control system follows a modular approach, where each imality can be de-
signed, implemented, and tested independently of the rengasystem. The algo-
rithms that realise the supervisory functionality congétthemselves an increased
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risk for failures in software, so the overall reliabilityrcanly be improved if the
supervisory level is absolutely trustworthy.

The design of an autonomous supervisor relies heavily ombgan appropriate
architecture that supports clear allocation of methodsifferdnt software tasks.
This is crucial for both development and verification. Théeliais vital since test of
the supervisor functions in an autonomous control systemdmsunting task.

Supervisor. The implementation of a supervisory level onto a controkesysis
not a trivial task. The architecture shall accommodatertiémentation of diverse
functions

e Support of overall coordinated plant control in differehiges of the controlled
process; start-up, normal operation, batch processiregtéaxiggered operation
with different control objectives, close-down.

e Support of all use-modes for normal operation and modes efatipn in fault-
tolerant control versions of services, for the foresee&hlés.

e Autonomous monitoring of operational status, control exrprocess status and
conditions.

e Fault diagnosis, accommodation and re-configuration adated his is done au-
tonomously, with status information to plant-wide cooatid control.

These functions are adequately implemented in a supepssarcture with three
levels in the autonomous controller, and communication ptaat-wide control as
the fourth. The autonomous supervision is composed ofdeaind 3, taking care
of fault diagnosis, logic for state control and effectors dictivation or calculation
of appropriate remedial actions. This is illustrated in.Hig.70 that shows:

1. Alower level with input/output and the control loop.

2. A second level with algorithms for fault diagnosis anceetérs to fault accom-
modation.

3. Athird level with supervisor logic.

4. A fourth layer with plant-wide control and coordination.

The control level is designed and tested in each individuadlenthat is spec-
ified by different operational phases and different instatation configurations.
The miscellaneous controller modes are considered sepagatd it is left to the
supervisor design to guarantee selection of the correcermodifferent situations.

The detectors are signal processing units that observeyitens and compares
with the expected system behaviour. An alarm is raised wimeanamaly is de-
tected. The effectors execute the remedial actions assdandth fault accommo-
dation or reconfiguration.
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Plant wide control

Autonomous supervisor

Effectors Detectors
SN N
Filtering & Control

- Actuator
Simple sensors

Intell. sensors

validity check algorithm

Control level

Fig. 10.70. Autonomous supervisor comprises fault diagnosis,
supervisor logic and effectors, the latter to carry out the necessary
remedial actions when faults are diagnosed. The upper level is

plant-wide control and operator supervision.

10.6.2 Design procedure

When the level of autonomy becomes high and thereby demarigh efiel of reli-
able operation, it becomes inherently complex for the desi¢p cover all possible
situations and guarantee correct and complete operation.

A systematic design strategy will use the analysis of fardppgation and struc-
ture as basic elements to obtain completeness of the amalydicorrect operation
of the system when implemented.

Component based analysisDescribe components and their interconnections using
the generic model and fault propagation analysis introdiuc€hapter 4. The result

is a list of component related faults/failures that needsetdandled to avoid high
severity end effects or critical events.

e System breakdown:Make, as the initial step, a top-down breakdown of the sys-
tem into suitable subsystems. Make a further breakdownlzfymiems into com-
ponents, of types aggregated or simple.

e Component models:Describe the services of each component, the use-modes
and services associated with each use-mode. List inpptbuariables associ-
ated with each version of a service. Provide fault desaripteffects on compo-



10.6 Summary: Guidelines for the design of fault-tolerant control 615

nent output from possible faults and failure and constriuetdgropagation matri-
ces associated with each version of a service.

e Fault propagation: Make a Fault Propagation Analysis of all relevant subsys-
tems and combine into a complete analysis of the controfstem. The end-
effects describe consequences at top level. Re-use arngldedault propagation
matrices for components and accumulating knowledge almoaponent failures.

e Severity assessmentiudge top level end-effects for severity. The ones with sig-
nificant influence on control performance, safety or avditgitare collected in a
list for treatment by the autonomous supervisor.

e Reverse deduction:Make a reverse deduction of fault propagation to locate
faults that would cause any of the severe end-effects, obgwtions thereof,
from the list.

e Result: The result is a short-list of faults that should be diagnassdihandled.

Structural analysis. Analyse system structure using the methods given in Chap-
ter 5. The result gives a type of information whether suffici@dundancy is avail-
able in the system to detect and isolate each of the selemtiéid,fand to handle the
faults by a reconfiguration strategy.

e Constraints: Deduce an enumerated list of constraints from the set of lmade
the individual components.There may be different sets obtraints associated
with different services.

e Structure graph: Use the set of constraints to formulate the system structure
graph as explained in Chapter 5.

e Matching: Make a complete matching to find a set of unmatched consdraint

e Constraints for residual generation: Use unmatched constraints to provide par-
ity equations for residual generation.

¢ Ability to diagnose severe faults:For each fault with severe end effects listed in
the fault propagation analysis, verify that the systemcstme allows the particu-
lar fault to be diagnosed.

e Ability to perform fault handling: For each of the faults from the list, verify
that sufficient redundancy is available in the faulty systerallow handling of
the fault. For sensor faults investigate structural okegitity. For actuator faults,
investigate structural controllability. For other fauktdidate the ability to control
the faulty system.
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Remedial actions. The possible remedial actions are designed in this stepdedr
of the short-listed faults, the designed must choose teatphysical redundancy
or analytical redundancy according to the results of thecttiral analysis. Whether
the original control objectives can be met will not be knowithés stage of design.
The following issues need to be dealt with.

Fault-tolerant control version of service with full perfor mance: If redundant
hardware is available, use this to operate with full perfance.

Fault-tolerant control version of service with degraded peformance: Change
to a control scheme that does not require the faulty comgarrecan compen-
sate the fault by estimating its magnitude. A fault-tolérsolution with some
performance degradation is mostly an acceptable altgentatipart of a plant be-
coming unavailable. A performance index should be avalabguide controller
re-design.

Predetermined controller re-design: Predetermined reactions to faults can be
obtained in many cases and should be preferred when positdeo less com-
plexity than the alternative. Predetermined solutionduite estimator or con-
troller re-design done at the design stage.

Autonomous controller re-design: When remedial actions depend on the state
of the system, online autonomous re-design can be necegsggnomous re-
design is considered the most challenging of the fault-éolecontrol possibili-
ties, with a complexity equivalent to solutions in adapteatrol.

Fail to safe state:When appropriate fault handling cannot be achieved, the su-
pervisor should make the system fail to a safe state. Whemantous re-design

is relevant, the supervisor should comprise an indepertdiaghostic module for
performance monitoring and must retain the ability to faihtsafe state, should
proper performance of the re-design fail to be confirmed.

Fault diagnosis design. The structure information again provides a list of possi-
bilities. The reconfigurability measure for the faulty gmstindicates how difficult
reconstruction will be.

Residual generator:Based on unmatched constraints, formulate the parity equa-
tions that can provide the basis for a residual generator.

Detailed design for detection:Make a detailed design for diagnosis following
the results in Section 6.2 using the parity equations agbroaSection 6.4 using
an optimisation-based approach.

Detailed design for isolation: The selected remedial actions determine the re-
quirements for fault isolation. It is not necessary to isofaults below the level
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where the fault propagation can be stopped.

¢ Detailed design for estimation:If the remedial action requires fault estimation,
design fault estimation if possible.

Control of the faulty system. Control of the faulty system is by nature of the prob-
lem, as difficult as a design of an original control systemwieeer, if the fault is of
one of the simpler types in a sensor, a remedial action is Soree straightforward.
This is also the case if the fault can be treated as an incraigrange to the sys-
tem, or the fault is purely additive, then results in Chafjtean be applied and show
the family of controllers that stabilise the system. In tleeeral case of re-design,
the entire range of design methods in feedback control deeikeimployed, however,
following the discussion in Chapter 7, a methodology is rec®nded that is based
on the formulation of a clearly defined performance spetitica

e Sensor faults: Attempt to estimate the faulty measurement, design and@mpl
an observer; design an output feedback without using thy/feensor; if the type
of fault is additive (bias or drift) consider a compensatibrough fault estima-
tion.

e Actuator faults: Consider the controllability without using the faulty aator. If
possible, make a controller re-design for the faulty systsing remaining ac-
tuators. If the actuator faults is physically additive,lfaastimation may make it
possible to make a simple compensator.

e Plant faults: Consider controllability (stabilisability) of the faulgystem. Deter-
mine possible performance without re-tuning the controlterestigate whether
a simple re-tuning can be achieved of the faulty system ugmnga-Kucera pa-
rameterisation.

e Reconfiguration: If other options fail, re-design the controller complefétyob-
tain required performance.

e Time-to-reconfigure: If reconfiguration is needed and complete isolation cannot
be achieved within the required time to reconfigure, the(8gtr) will need to
be selected assuming a worst-case condition in the set giaistic results. The
worst case fault is one that has the highest degree of sgverit

e Change objective:When other possibilities are exhausted, relax the perfocman
objectives for the faulty system and design an appropriaéraller.

o Fail to safe: If the original control objectives cannot be met, handlirfgthee
problem by a the supervision function must be considered.atltonomous part
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of supervision must always be to offer graceful degradaimhclose down when
this is necessary as fall-back.

Supervisor logic. Supervisor inference rules are designed using the infoomat
about which faults/effects are detected and how they aageirle The autonomous
supervisor determines the most appropriate action fronpthsent condition and
commands. The autonomous supervisor must be designedtartoele changes of
the controlled process and any overall/operator commafdsst-case conditions
and overall safety objectives should have priority whehifdlation or controller-
re-design cannot be accomplished within the required timnget within control
specifications after a fault.

Test. Tests should be complete. The main obstacle is the compleiihe resulting
hybrid system consisting of controller and plant. Transoemditions like switching
between normal and not-normal controllers - and reverseuldhn particular be
carefully tested.

The above steps are intended to make the supervisor dessgipet faster, and
better. The fault coverage is then (hopefully) as completis possible, because the
fault propagation analysis step in principle includes agble faults. The analy-
sis is modular, because small subsystems are treateddodliy. Furthermore, the
strategy has the advantage that the system is analysed gical level as far as
possible before the laborious job of mathematical modg#ind design is initiated.
This should ensure that superfluous analysis and desigvaiced.

10.7 Bibliographical notes

The reconfiguration problem for the three-tank system described ito8e®.1 has been
tackled as a benchmark problem in the COSY project [91]. Severai@uduare described in
[3], [151].

The chemical process described in Section 10.2 has been used tutesbiuate different
diagnostic methods and fault-tolerant control principles. The results edtliere have been
published in [156], [155] and [217]. The virtual sensor and virtu@uator example for re-
configuration is published in [162], [240]. A fault-tolerant control ijpie, which is based
on an on-line optimisation, is described in [212]. The recent experirhezgalts with the
conductivity control problem are reported in [215].

The diagnosis and fault-tolerant control problem of the ship propulsistes described
in Section 10.3 was presented as an international benchmark [108], ¢hd was used as
a platform for the comparison of different methods and the developoferew ideas. The
modelling of the ship propulsion system was described in [14], [18].quUsntised systems
approach to the diagnosis of the ship system is presented in detail in [82§ta@bility of an
observer used in Section 10.3 has been proved in [71].

[19] presented an adaptive observer solution to estimate states anéfalilised the same
nonlinear observer for reconfiguration. [53] extended used a adisliding mode observer
for fault detection on the nonlinear propulsion plant. Two Ph.D. thesethe benchmark as
a main example. Supervisor logic design was a main theme in [107]; tHeeanproblem
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was the focus for [133]. [28] used a high gain observer for the neatishaft speed dynamics,
similar to that of [19], however not adaptive. They applied a static detéztiagnose pitch
and engine gain faults. An estimate of the magnitude of sensor faults ed$yshe control
scheme to accommodate faults by setpoint alteration. Reflecting on the eantlpnam-
ics, uncertain parameters and complex designs of several earlienasefth03] suggested a
neuro-fuzzy output observer for diagnosis. [270] suggestedlmatafilter solution where
non-switching fault accommodation was obtained using sensor faultasimm

Describing the behaviour of steam generators considered in Sectibnes0lts in highly
nonlinear models due to the coupling of many physical phenomena efefiff natures. Tak-
ing into account the fact that steam generators are among the most wjiilebd processes,
many works have been devoted to the subject, e.g. [3], [29], [{891)].

The coefficients of the thermal model described in Section 10.4 arputeh by empirical
algorithms given in [251].

One of the first applications of fault-tolerant control in an industrial seale described in
[256] for mass-produced inverters for induction motors.

The process of arriving at development methods for fault-tolerantral is an evolution
where some areas of application have been explored, but a finalcamnot be said to be
reached. Steps in the evolution include [22] presenting general i&Asirid [25] where ex-
perience from applying fault-tolerant methods for the the @rsted satellite weorporated,
[107] who treat the supervisor-logic level, [257] and [256] aiming aplementation in a
large volume industrial product and therefore also includes costfibargessments.

Concerning implementation, a correct and consistent control systatpsanshould al-
ways be followed by equally correct software implementation. This is peafiy relevant
for the supervisory parts of an fault-tolerant control scheme [T@&&ting of the fault-tolerant
control elements is difficult since it is difficult to replicate the real conditionder which
faults occur. Well planned software architecture and implementation asectiacial issues
for fault-tolerant control implementation. A study of the use of objectriee programming
architectures was described by [137]. The fault-tolerant contral isrbence very wide and
involves several areas of system theory. One overview [193] esiggthmany algorithmic
essentials and the role of fault diagnosis. Another [22] presentedganesming view of the
means to obtain fault-tolerant control. Formal definitions were introdurcg1]. Analysis of
structure was covered in [76], [L07] and [232]. Measures ofwexability were discussed in
[67], [76] and [268]. Quantitative techniques to assess the reliabilitaudf-tolerant control
implementations was the subject of [23], [266], [267].

Modeling for detection of faults in individual components have been wistlglied: [38]
filtered the star-point voltage of an AC motor around the fundamentglifnecy and used a
level test to detect AC motor faults; a model for simulation of turn faults prasished in
[248]; detection of particular faults occurring in closed-loop AC motduaimors were studied
in [249]; [111] used diagnostic methods for centrifugal pumps; [20&lysed ways to detect
partial failure in power switch circuits. Performance of componentsowasidered by [239]
who analysed a multi-phase induction machine with faults. Analysis of areesytitem was
treated in [55] who needed a fully hardware redundant solution, witlichied permanent
motors, to cope with component faults. An AC motor with four windings wappsed for
fault-tolerant systems in [239]. The case study of electrical steeriggated in the methods
to obtain system-wide fault-tolerance [22] and specific research restised in [254], in
the patent [20] and in [255].



