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Chapter 10

Application examples

This chapter presents five applications that illustrate howthe methods de-
veloped in the preceeding chapters can be applied under realpractical con-
ditions and how they can be combined to get a complete solution of fault-
tolerant control problems. A three-tank system, a chemicalprocess, a ship
propulsion system, a steam generator and a steering-by-wire system for a
warehouse truck are considered, each of which have been investigated in
detail including experimental tests.

10.1 Fault-tolerant control of a three-tank system

10.1.1 Control problem

Consider the three coupled tanks depicted in Fig. 10.1. These tanks are connected
by pipes which can be controlled by different valves. Water can be filled into the
left and right tanks using two identical pumps. Measurements available from the
process are the continuous water levelshi of each tank and, additionally, from tank
T2 discrete signals from two capacitive proximity switches signalling whether the
water level in the tank is above or below the position of the sensor.

In the nominal case (Fig. 10.2), only the left tankT1 and the middle tankT2 are
used. The right tankT3 and pumpP2 act as redundant hardware. The purpose of the
system is to provide a continuous water flowq2(t) = qN to a consumer. Therefore,
the water level in the middle supply-tankT2 has to be maintained within the interval
h2L < h2 < h2H , i.e. between the two discrete level sensors of tankT2.

Water flows between the tanks can be controlled by several valves (V12L, V12H ,
V23L, V23H ). All valves can only be completely opened or completely closed (on/off
valves). The connection pipes between the tanks are placed at the bottom of the
tanks (pipes with valvesV12L, V23L) and at a height ofhH (pipes with valvesV12H ,
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V23H ). One of the considered faults is a leakage in tankT1 (see below). If such a
leakage occurs, there is an additional outflowqL of tankT1 (cf. Fig. 10.1).
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Fig. 10.1. Three-tank system

Dynamical model. Depending on the water levels and the position of the valves,
different non-linear state-space models are valid. In general, the water flowqij from
Tanki to Tankj can be calculated using the Toricelli law

qij = cij · sign (hi − hj) ·
√

|hi − hj | ,

wherecij is a constant depending on the geometry of the connecting pipe and the
valve andhi, hj are the water levels. The change of water volumeV in a tank is
described by

V̇ = A · ḣ =
∑

qin −
∑

qout , (10.1)

where
∑

qin is the sum over all water inflows and
∑

qout the sum over all water
outflows of the tank. In (10.1),A is the cross-section area andh the water level in
the cylindric tank. For the three tanks Eq. (10.1) yields:

ḣ1 =
1

A
(qP1 − q12L − q12H − qL) (10.2)

ḣ2 =
1

A
(q12L + q12H − q23L − q23H − q2) (10.3)

ḣ3 =
1

A
(qP2 + q23L + q23H) . (10.4)

The flows in Eqs. (10.2) - (10.4) depend on the levelsh1, h2 andh3 as well on
the position of the valves and the commandsuP1, uP2 given to the pumps. For
example, the existence of the flowq12H depends on the water levelsh1 andh2 and
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the position of the valveV12H . The flow is only nonzero if the valve is open and at
least one liquid level exceeds the heighthH of the upper connecting pipe.

More precisely, the following expressions are obtained forthe flows, with the
parameters given in Table 10.1:

qP1 =























if h1 ≤ hmax and cP1 · uP1 < qmax
P1

qmax
P1 if h1 ≤ hmax and cP1 · uP1 ≥ qmax

P1

0 otherwise,

qP2 =























cP2 · uP2 if h3 ≤ hmax and cP2 · uP2 < qmax
P2

qmax
P2 if h3 ≤ hmax and cP2 · uP2 ≥ qmax

P2

0 otherwise,

q12L =

{

c12L sign (h1 − h2)
√

|h1 − h2| if V12L open

0 otherwise,

q12H =



















c12H

√

|h1 − hH | if h1>hH , h2≤hH , V12H open

−c12H

√

|h2 − hH | if h1≤hH , h2>hH , V12H open

c12H sign (h1 − h2)
√

|h1 − h2| if h1>hH , h2>hH , V12H open

0 otherwise,

q23L =

{

c23L sign (h2 − h3)
√

|h2 − h3| if V23L open

0 otherwise,

q23H =



















c23H

√

|h2 − hH | if h2>hH , h3≤hH , V23H open

−c23H

√

|h3 − hH | if h2≤hH , h3>hH , V23H open

c23H sign (h2 − h3)
√

|h2 − h3| if h2>hH , h3>hH , V23H open

0 otherwise,

q2 =

{

c2
√
h2 if h2 > 0

0 otherwise,

qL =

{

cL
√
h1 if h1 > 0 and leakage in tank 1

0 otherwise.

Nominal configuration. In the nominal case, valvesV12L, V23H , V23L are closed
and not in use. ValveV12H is used to control the water level in tankT2, pumpP1 to
control the level in tankT1. To control the water levels in the reservoir-tankT1 and
the supply-tankT2, a conventional PI-controller and an discrete (on-off) controller
are used (Fig. 10.2):
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Table 10.1 Parameters and variables of the three-tank system and the controllers

h1, h2, h3 [m] Tank levels in meters
qP1, qP2, q2, qL [m3/s] Volume flows in cubic metres per second
q12L, q12H [m3/s] Volume flows in cubic metres per second
q23L, q23H [m3/s] Volume flows in cubic metres per second
A 1.54 · 10−2m2 Cross-section area of both tanks
hmax 0.60 m Height of both tanks
hH 0.60 m Height of both tanks
c12L 1.6 · 10−4m5/2/s Flow constant of valveV12L

c12H 1.6 · 10−4m5/2/s Flow constant of valveV12H

c23L 1.6 · 10−4m5/2/s Flow constant of valveV23L

c23H 1.6 · 10−4m5/2/s Flow constant of valveV23H

c2 1.6 · 10−4m5/2/s Flow constant of the outlet of tank 2
cL 1.6 · 10−4m5/2/s Flow constant of a leakage in tank 1
cP1 1.0 · 10−4m3/s Flow constant of pump 1
cP2 1.0 · 10−4m3/s Flow constant of pump 2
qmax

P1 1.0 · 10−4m3/s Maximum flow of pump 1
qmax

P2 1.0 · 10−4m3/s Maximum flow of pump 1
href

1 0.50 m Set point of PI controller
KP 10.0 1/m Proportional gain of PI controller
KI 5.0 · 10−21/ms Integral gain of PI controller
h2L 0.09 m Position of lower discrete level sensor
h2H 0.11 m Position of upper discrete level sensor
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Fig. 10.2. Nominal configuration of the three-tank system

uP1(t) = k(h1(t), h
ref
1 )

= KP · (href
1 − h1(t)) +KI ·

∫ ′

0

(href
1 − h1(τ))dτ (10.5)
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V1 =











open : h2 ≤ h2L

close : h2 ≥ h2H

no change : h2L < h2 < h2H ,

(10.6)

whereKP andKI are controller parameters andhref
1 is the set-point for tankT1.

Equation (10.6) describes under what conditions the on-offcontroller changes the
position of the valve from opened to closed or vice-versa. All parameters of the
controllers are given in Table 10.1.

In summary, the nominal behaviour is characterised by the following:

• Only the left and middle tank are in use, water levelh2 must be medium, the
set-point forh1 is chosen tohref

1 .
• ValvesV12L, V23L, V23H are closed.
• No leakage occurs (qL = 0).
• The PI-controller (10.5) controls the levelh1 of tankT1 with pumpP1 using a

continuous level sensor.
• The on-off controller (10.6) controls the levelh2 of tankT2 with valveV1 using

discrete level sensors.

Reconfiguration problem.Three different fault scenarios are given:

1. Faultf1: ValveV12H is closed and blocked.
2. Faultf2: ValveV12H is opened and blocked.
3. Faultf3: A leakage in TankT1 occurs (qL 6= 0).

The reconfiguration task is to findautomaticallya new control configuration of the
three-tank system such that

• the water levelh2 remains betweenh2L andh2H for all scenarios, i.e. the relation

[h2(k)] = medium (10.7)

should hold fork ≥ k̄ for a possibly small̄k.
• for scenario 3, the loss of water is minimal, i.e.

[h1(k)] = empty (10.8)

should hold fork ≥ k̄ for a possibly small̄k.

The reconfiguration task consists in finding a new control structure by selection of
actuators and sensors, new control laws and new set-points for the control loops,
such that the control aims above are met. If needed, the use ofredundant hardware
components is possible. Obviously, the idea of reconfiguration cannot be satisfied
by simply changing the parametersKP orKI , but a structural change of the system
is necessary.
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10.1.2 Generic component-based analysis of the three-tanksystem

This section applied the methods elaborated in Chapter 4 to the three-tank example.

Modelling of the field components. The three tank system is composed of the
interconnection of 14 elementary components, namely

• 4 valves:V1, V13, V2, V23,
• 2 pumps:P1, P2,
• 3 tanks:T1, T2, T3,
• 3 level sensors:L1, L2, L3,
• 2 controllersC1C2.

The interconnecting pipes might also be considered as components, if the service
they deliver was to be analysed.

The generic model of each of these components should include:

1. its use-mode automaton,
2. the list of services associated with each use-mode.

Valves. Consider first the valvesVi, i = 1, ...4, and assume they are all described by
the same model, with the use-mode set ={Vi_off, Vi_maintenance,Vi_automatic},
associated with the service lists:

• Vi_off: Vi_to_maintenance,Vi_to_automatic
• Vi_maintenance: Vi_open, Vi_close, Vi_open_manual, Vi_close_manual,
Vi_to_off,Vi_ to_automatic

• Vi_automatic:Vi_open,Vi_close,Vi_to_off,Vi_to_maintenance

Since only the automatic behaviour will be of interest for the valves as well as
for the other components, the partial model associated withthe automatic opera-
tion mode, whose services are{Vi_ open,Vi_ close}is the only one which will be
considered.

The definition of these services in terms of consumed, produced variables and
procedure is as follows, whereqi is the flow through valvei, ∆pi is the pressure
drop between the input and output of the valve, andki is a parameter.

Service Consumed Produced Procedure

Vi_open : ∆pi qi qi = ki sign (∆pi)
√

|∆pi|
Vi_close : ∆pi qi qi = 0,∀∆pi

Pumps. Each pumpPi, i = 1, 2 can provide the single servicedeliver_Qi where
Qi is the flow parameter associated with the request for the “deliver” service, andqi
is the flow really delivered.
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Service Consumed Produced Procedure

deliver_Qi Qi qi qi = Qi

Tanks. Each tankTi, i = 1, 2, 3 can provide the serviceTi_store, whereli is the
level in tanki ,∆qi is the difference between the input and output flows in the tank,
lmax
i andai are parameters.

Service Consumed Produced Procedure

Ti_store ∆qi li li(t) =

min
{

max
{

0, ai

∫

∆qi(t)dt
}

, lmax
i

}

Sensors.Each sensorLi, i = 1, 2, 3 can provide the servicelevel_valuei, whereli
is the true level in tanki, hi is its measured value (estimated by the sensor) andg is
a given function.

Service Consumed Produced Procedure

level_valuei li hi hi = g(li)

Controllers. ControllerC1 produces theQi parameters of the pumps. Two services
are provided, namelymax_flow which delivers the control signal for the maximum
flow andregul_flowwhich delivers the control signal for a PI regulated flow, where
Qmax

i is the maximum value of the flow which can be requested from pump Pi,
wi is the reference level for the PI controller, andKPi, (respectivelyKIi) are the
proportional (respectively integral) coefficients of the PI regulator.

Service Consumed Produced Procedure

max_flow i : − Qi Qi = Qmax
i

regul_flowi : hi, wi Qi Qi =

KPi(hi − wi) +KIi

∫

(hi − wi)dt

ControllerC2 provides the servicecontrol_Vi, which is associated with an on/off
regulation, and which requests theVi_open andVi_close services of the valves,
whereh−i , h

+
i are the min/max level values associated with the on/off regulator,vi

is the control request to valvei (vi ∈ {open,close}) .
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Service Consumed Produced Procedure

hi ≤ h−i =⇒ vi = open
control_Vi : hi, h

−
i , h

+
i vi

hi ≥ h+
i =⇒ vi = close

Use-modes and objectives.The definition of the use-mode set of the overall sys-
tem, and for each use-mode the definition of its associated objectives directly result
from the specification analysis. For the three-tank system,the different objectives
are the following:

• Objective 0: No action
• Objective 1: Reach the level set points as fast as possible
• Objective 2: Regulate the levels to the set points
• Objective 3: Completely empty the system
• Objective 4: Protect the environment.

The following table gives the different use-modes and the associated objectives.

Number of use-mode Name Objectives

0 No_operation 0

1 Preparation 1, 4

2 Regulation 2, 4

3 End_of_production 3, 4

4 Fall_back 3

The associated use-mode management graph is given on Fig. 10.2.
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High-level services. Objectives are achieved from the services provided by the
system elementary components. Figure 10.4 gives the pyramidal decomposition of
the three-tank system, which is decomposed into three subsystems, each of them
constituted of one tank and its instrumentation.

3  T a n k  s y s t e m

P 1 T 1 V 1 V 1 3 V 2 V 2 3 T 2 P 2T 3 V C

S u b s y s t e m 1 S u b s y s t e m 2 S u b s y s t e m 3

3  T a n k  s y s t e m

S u b s y s t e m 1 S u b s y s t e m 2 S u b s y s t e m 3

P I  c o n t r o l l e r O n / o f f  c o n t r o l l e r

H a r d w a r e  d e c o m p o s i t i o n S o f t w a r e  d e c o m p o s i t i o n

Fig. 10.4. Pyramidal decomposition

The services of the elementary components define “instructions” (a basic vocabu-
lary) with which “programs” (words formed on this vocabulary, using given connec-
tors) can be written to deliver services of higher level. Thefeasible combinations of
elementary services which provide the subsystem 1 (respectively subsystem 3) ser-
vices are given by the first column of table 1 (respectively table 2) where the writing

S1.2 = {T1_store, deliver_Q1, V1_close, V13_open}
means that the four elementary services in the brackets are needed to provide the
high-level service: “decrease level in Tank T1”. Note that,according to the control
architecture, this high-level service could be implemented in different ways, for
example:

T1_store // deliver_Q1 // V1_close // V13_open

(where // means the parallel execution connector) if the pump and the valves are
intelligent actuators with their own processing unit, or

T1_store // PV

wherePV is defined by the program:
do

deliver_Q1

V1_close
V13_open

end_do
which corresponds to the “word”deliver_Q1/V1_close/V13_open, where / is the
sequencial execution connector, ifP1, V1, V13 are controlled by the same processing
unit. The corresponding functional interpretations in thecase where the services are
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run from the regulation nominal conditions are given by the second column of the
tables.

Table 10.2 Service of subsystem 1: A functional interpretation
for h1 = 0.5 m, andh3 = 0.1 m

Feasible combination Functional interpretation

if Q1 6= 0 increase

S1.1 = level 1, else keep

{T1_store, deliver_Q1, V1_close, V13_close} level 1 constant

S1.2 =

{T1_store, deliver_Q1, V1_close, V13_open} decrease level 1

S1.3 =

{T1_store, deliver_Q1, V1_open, V13_close} decrease level 1

S1.4 =

{T1_store, deliver_Q1, V1_open, V13_open} decrease level 1

Table 10.3 Service of subsystem 3: A functional interpretation
for h1 = 0.5 m, andh3 = 0.1 m

Feasible combination Functional interpretation

S3.1 = {T3_store, V1_close, V13_close} decrease level 3

S3.2 = {T3_store, V1_close, V13_open} increase level 3

S3.3 = {T3_store, V1_open, V13_close} increase level 3

S3.4 = {T3_store, V1_open, V13_open} increase level 3

Services of subsystems 1 and 3 can themselves be associated to provide services
at the system level. As in the previous step, feasible associations are automatically
generated by the exploration of the possible service combinations taking care that
the choice of a Table 10.3 service may impose the choice of a Table 10.4 service,
since a part of the elementary services implied in the aggregated one are the same.
For example, a service which makes use ofV1_open cannot be run simultaneously
with a service which makes use ofV1_close. Feasible combinations of group 1 and
3 services to provide system services are given by the first column of Table 10.4.
The corresponding functional interpretation in the case where the service is run from
the regulation nominal conditions is given by the second column.
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Table 10.4 High-level services: A functional interpretation forh1 = 0.5 m and
h3 = 0.1 m

High-level service Functional Interpretation

S0.1 = {S1.1, S3.1} increase or keep level 1, decrease level 3

S0.2 = {S1.2, S3.2} decrease level 1, increase level 3

S0.3 = {S1.3, S3.3} decrease level 1, increase level 3

S0.4 = {S1.4, S3.4} decrease level 1, increase level 3

Table 10.4 shows that there is no service which allows to keepTank 1 and Tank 3
levels constant. Consequently the regulation objective can only be performed by re-
questing successively level-increasing and level-decreasing services. The regulation
objective achievement requires the level set pointsw1, h

−
3 , h

+
3 as input and can be

provided by different versions, which are given by

M2.1 = {S0.1, S0.3, level_value3, level_value1, regul_flow1, control_V1}
M2.2 = {S0.1, S0.2, level_value3, level_value1, regul_flow1, control_V13}
M2.3 = {S0.1, S0.4, level_value3, level_value1, regul_flow1, control_V1,

control_V13}

The algorithm which realises serviceM2.1 could be, for example:

Algorithm 10.1 M2.1 algorithm

Inputs: w1, h
−
3 , h

+
3

Do: Until end of regulation service.

1. regul_flow_Q1 : Q1 = f(w1, h1).

2. control_V1 : v1 = f(h3, h
−
3 , h

+
3 ).

3. if v1 = open then S0.3 else S0.1.

Faults scenarios.When faults occur, some lower level services become unavailable
or become permanent in time. The available versions of the high-level services are
those which do not require the lost low-level services and inwhich the permanent
low-level services are implied. Let us consider three examples.

Scenario 10.1The current operation mode is UM2, and the currently used ver-
sion for achieving objective 2 is the nominal one M2.1. Suppose that ValveV1 gets
blocked closed. The analysis is as follows:

• ServiceV1_close gets permanent in time and serviceV1_open becomes unavail-
able. Therefore, services S1.3, S1.4, S3.3, and S3.4 becomeunavailable, which
implies the unavailability of services S0.3 and S0.4.
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• There exists one version, namely M2.2, which can be run to achieve the regulation
objective, since it does not make use of any unavailable service. The nominal
version can no longer be provided but objective 2 can still beachieved, thanks to
service reconfiguration.

Scenario 10.2The current operation mode is UM2, and the currently used ver-
sion for achieving objective 2 is the nominal one M2.1. Suppose that ValveV1 gets
blocked open. The analysis is as follows:

• ServiceV1_open gets permanent in time and serviceV1_close becomes unavail-
able. Therefore, services S1.1, S1.2, S3.1, S3.2 become unavailable, which im-
plies the unavailability of services S0.1, S0.2.

• The nominal version for achieving objective 2 can no longer be provided, and
no other version can be performed, since service S0.1 is common to all versions.
Level 1 cannot be kept to0.5m, and it makes no sense to stay in UM2 any longer.
A possible solution is to move to another use-mode whose missions both do not
contain the regulation one and can be fulfiled using the reduced set of remaining
services. Another possible solution is to change the original mission parameters
so as to make success possible, e. g. change level 1 set point from w1 to w∗

1 ,
wherew∗

1 is the level of the valveV1 connecting pipe. With this new objective,
Tables 10.2, 10.3, 10.4 becomes Tables 10.5, 10.6, 10.7 (only the functional in-
terpretation changes) and level 3 can be regulated using oneof the versions given
by

M2.1 = {S0.3, S0.4, level_value3, level_value1, regul_flow_Q1, control_V13}.

Table 10.5 Service of subsystem 1: A functional interpretation forh1 = w∗
1 and

h3 = 0.1 m

Feasible combination Functional interpretation

if Q1 6= 0 increase

S1.3 = level 1, else keep

{T1_store, deliver_Q1, V1_open, V13_close} level 1 constant

S1.4 =

{T1_store, deliver_Q1, V1_open, V13_open} decrease level 1

Table 10.6 Service of subsystem 3: A functional interpretation forh1 = w∗
1 and

h3 = 0.1 m

Feasible combination Functional interpretation

S3.3 = {T3_store, V1_open, V13_close} decrease level 3

S3.4 = {T3_store, V1_open, V13_open} increase level 3
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Table 10.7 High-level services: A functional interpretation forh1 = w∗
1 andh3 =

0.1 m

Feasible combination Functional interpretation

S0.3 = {S1.3, S3.3} decrease level 1, increase level 3

S0.4 = {S1.4, S3.4} decrease level 1, increase level 3

Scenario 10.3There is a leak in TankT1. The corresponding storage service be-
comes unavailable and the environment protection objective can no longer be ful-
filled. The system has to be moved to an use-mode in which this objective does not
appear, namely the fall back use-mode. In this use-mode, achieving objective 3 leads
to completely empty the tanks.

As a remark, it should be noted that for the combination of Tanks T2 andT3 to
appear as a redundant hardware allowing further reconfiguration, objective 2 should
have been formulated as: “regulate levels 1 and 3 or levels 2 and 3 to the set points”.

10.1.3 Solution of the reconfiguration task

The reconfiguration problem of the three-tank system includes discrete decisions
that have to be made concerning the choice of the actuators, the sensors, the con-
troller and the set-points. Therefore, it is reasonable to use a representation of the
three-tank system which refers directly to these decision variables. The method pre-
sented in Section 9.7 will be applied here, where the non-deterministic automaton
is abstracted from a discrete-time version of the continuous-variable model (10.2) –
(10.4).

Partitioning of the signal spaces.The quantiser of the levelh2 is already given in
the problem formulation, where this level is only known to assume one of the three
qualitative valueslow, mediumor high. The quantisers forh1 andh3 are introduced
deliberately, because the decision concerning the reconfiguration of the controller
does, in general, not depend on the precise quantitative value x but on a global
assessment[x] of the state. Hence, the signal spaces of the tank levels are partitioned
into the six intervals described in the following table.

[hi] = empty hi ∈ [0, 0.09 m)

[hi] = low hi ∈ [0.09 m, 0.11 m)

[hi] = medium hi ∈ [0.11 m, 0.49 m)

[hi] = high hi ∈ [0.49 m, 0.51 m)

[hi] = full hi ∈ [0.51 m, 0.60 m)

[hi] = overflow hi ≥ 0.6 m

Instead of the tank levelshi only the qualitative values[hi] are assumed to be known,
which form the vector
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[x(k)] = ([h1(k)], [h3(k)], [h2(k)])
′.

For the valves, the qualitative valuesclosedandopencorrespond to the quantitative
valuesPos(V ) = 0 or Pos(V ) = 1, respectively. The set pointhref

1 is assumed to
have one of the qualitative values[h1] of the level of TankT1 and the pumpP2 is
assumed to have three qualitative values as shown in the following table:

[Vi] = closed Pos(Vi) = 0

[Vi] = open Pos(Vi) = 1

[QP2

2 ] = off QP2

2 = 0

[QP2

2 ] = medium QP2

2 = 0.5Qmax

[QP2

2 ] = on QP2

2 = Qmax

The discrete input vector[u(k)] is composed of the qualitative input values simi-
larly as the qualitative state[x(k)] .

Qualitative modelling of the tank system.A model (9.38) of the three-tank sys-
tem subject to the three faults considered can be obtained byapplying the abstrac-
tion method developed in Section 9.4.3. For the reconfiguration purposes, a non-
deterministic automaton is used rather than a stochastic automaton. The automaton
takes into account all three tanks, because the right tank has to be used in case of
the faultf3. As the levels in TanksT1 andT3 are quantised into 6 intervals each and
the level of the middle tank into three intervals, the automaton has6 · 3 · 6 = 102
states and cannot be shown here.

After the qualitative model has been obtained by the abstraction procedure, the
controller has been found by Algorithm 9.3. With the requirements given for the
three-tank system, the setZAim (f) of admissible operation points is given by

ZAim (f) = {[x] : Eqs. (10.7) and (10.8) are satisfied}.
For faultf1,

ZAim (f1) = {([h1],medium, [h3])
′ with arbitrary[h1], [h3]}

holds. The functionkq can be represented as a tabular showing the relation among
the different faultsf , the qualitative state[x] and the qualitative input[u].

Experimental results. Experiments with the three-tank system have been made
with sampling timeTs = 7 s and with the quantiser described above.[x(k)] is
measured by capacity sensors that indicate merely whether the liquid level in the
tank is above or below the sensor position. At timek = 0 the fault-tolerant control
algorithm is informed about the current faultf , which has been applied to the tank
system earlier and which has brought the tank levels to “wrong” values. Then the
computer selects the control input according to the controllaw kq.
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Fig. 10.5. Behaviour of the reconfigured system for faultf1
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Fig. 10.6. Behaviour of the reconfigured system for faultf2
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The experimental results are shown in Fig. 10.5 for faultf1 and the initial state
x0 = 0, which corresponds to the extreme assumption that after thefault has oc-
curred, the tank system is emptied until the fault has been identified. This extreme
assumption is made to show the effect of the discrete controller, which works unter
the influence of the fault. The controller uses the valveV12L as new control input
and brings the system into the required state within about170 s. In the experiment
shown in Fig. 10.6, Faultf2 occurred. The controller reduces the set point of the
level controller of TankT1 to [href

1 ] = medium and uses again the valveV12L to
bring the level of TankT2 to the required valuemedium.

10.2 Diagnosis and fault-tolerant control of a chemical process

In this section, fault diagnosis and fault-tolerant control are applied to two chemical
processes, where in the first case a fault-tolerant temperature and level controller
should be applied whereas in the aim of the second case is to attenuate disturbances
concerning the conductivity and temperature of a liquid. Both problems are tackled
by means of linearised models. The experiments with industrial equipment show
impressive results with the methods developed in this book but also point to the
restrictions of the fault tolerance if the process divergesconsiderably from the oper-
ation point and the nonlinearities shift the plant properties from the nominal ones.

10.2.1 Fault diagnosis by means of a discrete-event model

The experimental set-up used for the test of qualitative diagnostic methods is de-
picted in Figs. 10.7 and 10.8. Although the main modelling problems are posed by
the stirred reactor, which is depicted in the middle of Fig. 10.9, the faults affect other
parts of the whole system as well.

Figure 10.9 shows the part of the process that is considered further. An inflow-
ing liquid is heated in the stirred tank reactor such that theoutflowing liquid has a
temperature of approximately70◦ C. The temperature is controlled by a dual-mode
controller switching both heating elements simultaneously on or off such that the
temperature in the reactor is held between69 and71◦ C. The liquid level in the
tank is controlled by means of a dual-mode controller that opens the outlet valve
half or completely such that the level in the reactor varies between30 and40 cm. In
Fig. 10.13, the faultless behaviour of the process is depicted. The valvesV20 andV90

are additional inputs which are not used under faultless conditions but may be used
in fault-tolerant control. With these valves, water of temperature 20o C or 90o C,
respectively, can be put into the reactor.

Faults. In the following, three faults will be considered, which allblock the con-
trollers and, hence, necessitate a reconfiguration of the control algorithm:
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Fig. 10.7. The chemical plant TINA

• Heating element fault.If a single heating element ceases to operate, the heating
power is insufficient to maintain a reactor temperature of70◦ C.

• Valve fault. If the outlet valve is stuck in the completely opened position, after
some time, the liquid level falls below20 cm which is below the top of the heating
elements and therefore causes a safety mechanism to turn offthe heating and to
deactivate the temperature control. Fault-tolerant control has to prevent the safety
system from shutting off the plant.

• Cooler fault. The temperatureTin of the inflowing liquid is the output of another
process including a cooler, which may fail. Under normal conditions, the tem-
perature is23◦ C. In case of the cooler fault, the temperature of the inflowing
liquid rises to90◦ C such that cooling rather than heating in the stirred reactoris
necessary.



522 10. Application examples

B 2

B 1

B 4

B 5

P 1 P 2

V 8V 5 V 7 V 6

V 1 0

V 1 3

V 2

V 1 1

V 1 2

V 1

V 3

V 4

P 3

B 3

V 9

W 1 W 2 W 3 W 4 W 5 W 6

P r o c e s s  l i q u i d

W a s t e  w a t e r

F r e s h  w a t e r

S t e a m

I n c o m i n g  

c o o l a n t

O u t g o i n g

c o o l a n t

F r e s h  w a t e r

W a s t e  w a t e r

W W P

L S

0 7

L S

0 8

L S

0 9

L S

1 0

L S

1 1

L S

1 2

L S

1 3

L S

1 5

L S

1 6

L S

1 7

L S

1 8

L S

1 9

L I

2 0

L I

0 6

T I

1

Q I

2 1

8

T I

T I

6

T I

5

T I

7

F I

1

T I

4

Q I

2 3

Q I

2 2

T I

3

T I

2

Fig. 10.8. Schematic diagram of the overall process

For the plant considered here, the first two faults are internal faults whereas the
third fault is an external fault (cf. Chapter 3).

Plant model for diagnosis. For the demonstration of the diagnostic algorithm,
the system under consideration is the stirred tank reactor combined with two dual-
mode controllers. As the block diagram depicted in Fig. 10.10 shows, the plant
has the four input signalsTin, Pump, V20 andV90, whose interpretations are also
given in Fig. 10.9. The dual-mode controller is considered as a part of the system
whose faults should be diagnosed. The measured output is thetemperatureT and
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Fig. 10.9. Part of the process used for the experiments

the liquid levelh of the reactor. The three faults are considered as additional inputs
to the system.

The chemical plant has continuous as well as discrete signals. For example, the
temperatures are continuous whereas the input signals generated by the dual-mode
controllers are discrete. Therefore, the quantised systems approach explained in
Chapter 9 is useful, because all signals are interpreted uniformly as discrete sig-
nals.

A state-space model of the reactor can be derived with the liquid level and the
temperature as the two state variables. Two differential equations occur, where the
first is analogous to the equation used in the tank example throughout this book
and the second results from an enthalpy balance. These two differential equations
have been combined with the switching conditions of the dual-mode controllers,
which results in a hybrid model of the system to be diagnosed.Each dual-mode
controller has two discrete state variables, which are considered to be immeasurable
and should be observed. The overall state space consists of two continuous and two
discrete state variables.

The qualitative model is abstracted from a quantitative model for a sampling time
of Ts = 120 s. The liquid temperature and the level are the output signals. For
the qualitative model, the partitioning of the continuous-variable subspace, which is
identical to the partitioning of the output space, is depicted in Fig. 10.11. The size
of the state sets around the set-point of70◦C is chosen smaller than in the other
regions of the state space. Likewise, the input space used bythe controller of the
faultless system is partitioned. The additional input signals, which may be used by
the fault-tolerant controller, are the positions of two valvesV20 andV90, which can
be completely opened or closed, only.
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Fig. 10.10. Abstraction of the qualitative model

The result is a stochastic automaton with 400 states.

Experimental results for state observation.The observation algorithm described
in Section 9.5.3 is applied to determine the discrete state of the dual-mode con-
trollers. These discrete states coincide with the control input generated by the con-
trollers, which switch the heating on and off and determine the position of the outlet
valve. The reactor temperatureT (t) and the liquid levelh(t) are used as output mea-
surements. The task considered here is to determine the dual-mode controller states
from the quantised measurement information.

The input and output signals measured in an experiment with the faultless plant
are depicted in Figs. 10.12 and 10.13. The first figure shows the pump power
Pump(t) and the input temperatureTin(t). The two other input signals shown in
Fig. 10.10 are constant. The measured reactor temperatureT and liquid levelh are
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depicted in Fig. 10.13. This figure also shows the true discrete states of the dual-
model controllers, which correspond to the heating switching and the valve posi-
tion. These discrete states have been assumed immeasurableand, therefore, to be
reconstructed by the observation algorithm.
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The observation result is shown in Fig. 10.14. The probabilities of the dual-mode
controller states are depicted in grey scale. A dark colour represents a high and a
light a low probability. All measurement information has been quantised according
to the chosen signal space partitions before they are processed by the observation
algorithm.

The grey rectangles for the initial time point show that the discrete controller states
cannot be determined from the measurement obtained for the first time instant alone.
The algorithm has been initialised with a uniform distribution over the qualitative
states. At the second time step the heating position can be uniquely determined to be
“off”, whereas three quantised measurements are necessaryto determine the valve
position to be “half-open”.

The quality of the observation can be evaluated by comparingthe observation
result with the true results shown in Fig. 10.13. It can be seen, that the observation
algorithm provides a good approximation of the discrete controller states. This state
observation is incorporated into the diagnostic algorithmdescribed in the following.
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Diagnostic results. The diagnostic algorithm developed in Section 9.6 is applied.
As a heating fault means that the temperature control loop isopened and, hence,
the control aim can no longer be met, the reactor was equippedwith a fault-tolerant
controller that closes a loop around the system considered so far. It uses the reactor
temperature and liquid level as system output and the valvesV20 andV90 as control
input (Fig. 10.15). The controller gets the diagnostic result as further information.
The additional controller is used here to hold the reactor ina long time interval
inside its region of acceptable performance. The experiment is made to demonstrate
the diagnostic algorithm.

As the diagnosis also concerns the cooler fault, the input temperatureTin is not
used as measurement.

Figure 10.16 shows the experimental results. The upper partof the figure includes
the immeasurable input temperatureTin and the pump powerPump and the middle
part depicts the reactor temperatureT and the liquid levelh together with the input
signalsV20 andV90 generated by the fault-tolerant controller, which bring about an
additional cold liquid inflow or hot liquid inflow, respectively.

The first fault is a break-down of a heating element at time 800seconds. As the
second fault, at time 2700 seconds, the cooler breaks down, which leads to the in-
creasing temperature depicted in the upper part of the figure.

Figure 10.17 shows the diagnostic result. The algorithm is started in the start-up
phase of the process, when the reactor temperature was stilltoo low and the fault-
tolerant controller opens the valveV90 to let hot liquid into the reactor to increase
the temperature. The diagnostic algorithm provides the fault probabilities, which
are also depicted in Fig. 10.17. It can be seen, that both faults, which also occur
in combination, are detected quickly and uniquely, and the valve fault is explicitly
excluded.

After approximately ten minutes, the heating element faultoccurs. It can be seen
in Fig. 10.17 that the diagnostic algorithm finds this fault at once. To prevent the
reactor from leaving its region of acceptable performance,the fault-tolerant con-
troller opens the valveV90 to let hot liquid into the reactor in order to stabilise the
temperature despite of the reduced heating power. As a result, the experiment can
be continued.

After one hour, in addition to the heating element fault, a cooler fault occurs.
The input temperature starts to rise to90◦C. Note that the diagnostic algorithm is
not supplied with the depicted information about the temperature, but assumes that
the input temperature is low (i.e. between20 and30◦C). However, the diagnostic
algorithm detects the fault (Fig. 10.17). By using this information, the fault-tolerant
controller starts adding cold liquid by opening valveV20 and thus returns the process
into the region of acceptable performance.

10.2.2 Reconfiguration of a level and temperature control loop

For a demonstration of the control reconfiguration in case ofan actuator failure
the part of the chemical process shown in Fig. 10.18 is considered. The control
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Fig. 10.17. Diagnostic result

objectives are to maintain a constant liquid level and a constant temperature in the
reactor tankB1 and, thus, producing a constant product outflow. To achieve this, hot
and cold liquid can be brought into the reactor from TanksB2 andB5. The main
reactorB1 can be heated and cooled.

In the nominal case the liquid level is controlled by adjusting the cold liquid inflow
from TankB5 and the temperature by means of the heating.
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Plant model. The plant model contains three states: the reactor contentVB1, the
reactor temperatureϑB1 and the content of the cold liquid tankVB5. From a mass
balance, the following equations are obtained

V̇B5(t) = kP2uP2(t) − q51(t)

V̇B1(t) = q21(t) + q51(t) − q1out(t)

ϑ̇B1(t) = (ϑB2(t) − ϑB1(t))
q21(t)

VB1(t)
+ (ϑB5(t) − ϑB1(t))

q51(t)

VB1(t)

+
uheat(t)kheat

VB1(t)
,

where for the liquid flows the relations

q21(t) = kP1uP1(t)

q51(t) = kV 1 124.5uV 1(t)
√

hB5(t) + 1.07

q1out(t) = kV 2

√

VB1(t)

AB1
+ 1.4

hold.hB5(t) is the liquid level in the spherical tankB5, uheat(t) the heating power,
kheat a heating coefficient,uP1(t), uP2(t) anduV 1(t) the control input to the two
pumps and to the ValveV1 andAB1 the cross-section area of the TankB1. After a
linearisation of this nonlinear model around the operatingpoint ofϑB1 = 40oC, the
following linear model is obtained:







V̇B5(t)

V̇B1(t)

ϑ̇B1(t)






= 10−3







−0.46 0 0

+0.46 −0.33 0

−0.48 0.008 −1.1













VB5(t)

VB1(t)

ϑB1(t)







+







0.09 −0.023 0 0

0 +0.023 +0.05 0

0 −0.024 +0.02 0.223

















uP2(t)

uV 1(t)

uP1(t)

uheat(t)











y =







hB5(t)

hB1(t)

ϑB1(t)






.

The nominal proportional controllers are defined by:

uV 1(t) = −0.5VB1(t)

uheat(t) = −0.5ϑB1(t)

uP2(t) = −1VB5(t).

They can be represented as

u(t) = −Ky(t)
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with

K =











0.5 0 0

0 1 0

0 0 0

0 0 0.5











.

Note that these controllers do not use the control inputuP1, because the matrixK
has a vanishing third row.

Faults. Several severe faults can occur that open the control loops.For example, due
to a heating failure, the reactor can no longer be heated, or clogging or blockage of
ValveV1 can bring the level controller out of operation. In the following the heating
failure and a blockage of ValveV1 in its nominal position will be considered.

Controller reconfiguration after a heating failure. After a heating failure has
occurred, the temperature controller

uheat(t) = −0.5ϑB1(t)

has no influence on the process. The system in the nominal and the faulty case has
the matrices

B =







0.09 −0.023 0 0

0 +0.023 +0.05 0

0 −0.024 +0.02 0.223







Bf =







0.09 −0.023 0 0

0 +0.023 +0.05 0

0 −0.024 +0.02 0






,

which distinguish in the last column. Both matrices have thesame rank and can be
related to one another by the matrix

N =











1 0 0 −1.72

0 1 0 −6.72

0 0 1 3.09

0 0 0 0











such that the equation

BfN = B

holds. Hence a complete reconfiguration is possible by usingthe third control input,
which is not used in the nominal case. The reconfigured controller

u(t) = −NKy(t)

has the controller matrix
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NK =











0.5 0 −0.86

0 1 −3.36

0 0 1.55

0 0 0











.

Obviously, the fourth actuator is no longer used. The effectof this actuator is dis-
tributed among the three remaining actuators, which can be seen in the last column
of the new controller matrix. With the reconfigured controller, the behaviour of the
nominal system is completely reproduced.

Controller reconfiguration by means of a virtual actuator. The loss of the ac-
tuatorV1 does not affect the operation point, but it breaks the level control loop for
the reactorB1. The use of a reduced virtual actuator allows to keep the nominal
controller while changing the control structure as little as possible.

T C

L C

L C

V i r t u a l

a c t u a t o r

+ +

+

H e a t i n g

B 1 _

B 5 _

V 1

P 2

L S

1 7

L S

1 8

L S

1 9

L I

2 0

L I

0 6

T I

1

T I

5

Fig. 10.19. Reconfigured controller including a virtual actuator

In the terminology of Section 7.5.3, the directly influencable partxF1 of the plant
state is defined byVB5 andϑB1, while xF2 is the single state variableVB1:

xf1(t) =

(

BB5(t)

ϑB5(t)

)

, xf2(t) = VB1(t).

The(1, 2)-parameter matrixM is determined by pole placement. The element of
M that is acting onϑB1 has no influence on the actuator pole and is, therefore, set
to 0. The other value is chosen so that the actuator pole lies at −0.004 in order to
make the influence of the virtual actuator on the closed-loopdynamics as small as
possible. The application of the method explained in Section 7.5.4 to this example
leads to
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˙̂x2(t) = −0.004 x̂2(t) + 0.0229uV 2,R(t)

û(t) =







0.015

−0.318

0






x̂2(t) +







−0.107

1.78

0






uV 2,R(t)

ŷ(t) =







−8

0

1






x̂2(t) .

The function of the reduced virtual actuator can be described as follows (Fig.
10.19). The inputuV 1(t) is not available to control the inflow into the main reactor,
but this inflow also depends on the level in TankB5 and, hence, onVB5. In order
to reach the same effect as the broken actuator,VB5(t) is increased or decreased
by influencing the PumpP2 via the inputuP2(t). As VB5(t) cannot be changed
instantaneously, this “replacement action” is slower thanthe direct action of the
nominal control loop on the valveV1 and leads to a slower reaction of the system
under the influence of the reconfigured controller.

In mathematical terms, the virtual actuator brings about anadditional pole which
yields the slower dynamics. The difference between the nominal and the new be-
haviour is determined by the virtual actuator and deducted from the measurements
of VB1(t) andVB5(t). In this way, the additional pole remains hidden from the level
controller and this controller acts like in the nominal case.
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Fig. 10.20. Results of the reconfiguration experiment (Reactor
temperatureϑB1(t) (top), reactor contentVB1(t) (middle) and reactor

contentVB5(t)
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The experimental results are shown in Fig. 10.20. The stateVB1(t) is disturbed by
withdrawing a considerable amount of liquid until timet = 10 s. The virtual actua-
tor increases the levelVB5(t) in TankB5 by increasing the pump inputuP1(t). The
effect of this manipulation and of the fault is "‘simulated"’ by the virtual actuator,
subtracted from the sensors data and, therefore, hidden from the nominal controller.
After 180 seconds the tank levelVB5(t) reaches its maximum and after another 800
seconds the state deviation has been reasonably compensated. A static deviation
remains because of some modelling inaccuracies.

The dashed lines show the behaviour of the faultless closed-loop system. The
slower reaction of the level controller results in the slower disturbance attenuation
shown in the middle part of the figure, where the nominal system reaches the set-
point of 19 dm3 quicker than the reconfigured system. Hence, the operation of the
main reactor can be restored with a minor performance degradation.

In the lower part of the figure the different behaviour of TankB5 can be seen.
The difference is due to the different functions that this tank has in both situations.
In the faultless case the level controller of this tank adjusts the liquid content to the
set-point, whereas under faulty conditions this variable is used as a means to control
the inflow into TankB1 and, thus, to control the contents ofB1.

Fig. 10.21. Part of the chemical plant VERA used in the experiment
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10.2.3 Reconfiguration of a conductivity control loop

The second application of the reconfiguration method that uses the virtual actuator
is the fault-tolerant control of the conductivity of a liquid. Figure 10.21 shows the
experimental set-up and Fig. 10.22 the schematic diagram ofthe three reactors in-
volved in the control loop considered. The sequence of the two ReactorsTM and
TB with the ReactorTS is used to produce a liquid with prescribed temperature
and conductivity. Several control loops have to be used, which are shown in the
schematic diagram with the abbreviationsLC for level controller,TC for tempera-
ture controller andCC for concentration controller. If actuator failures occur,these
loops are brought out of operation. Typical failures concern the valvesVTM and
VCW and the heatingPel.
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:  m a i n  l o o p

L C

L C
w a s t e w a t e r  

:  r e d u n d a n c y

T 1 ,  T 2 ,  T 4T 3

Fig. 10.22. Schematic diagram of the process

The nominal controller uses the inputsuPS , uTS anduTB, which are subject to
the three failures. The three variables to be controlled arethe temperatureϑTB, the
liquid level lTS in the ReactorTS and the conductivityλTS of the liquid in the
ReactorTS (Fig. 10.23). The block diagram also shows the redundant inputsuCW

anduTM , which will be used for the reconfiguration.
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N o m i n a l  s y s t e m
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Fig. 10.23. Schematic diagram of the process

Nonlinear model. The following nonlinear model is obtained from balance equa-
tions that concern the different components of the plant. Toshorten the notation of
the equations, the dependency of the signals from the timet is omitted:
• Change of the liquid temperature of ReactorTS:

ϑ̇TS =
1

ATSρlTS

{

Pel,TS − Q̇PL,TS

cp
+ ṁTB(ϑTB − ϑTS) +

ṁTM (ϑTM − ϑTS) + ṁCW (ϑCW − ϑTS)

}

• Change of the liquid volume in ReactorTS:

l̇TS(t) =
ṁTB(t) + ṁTM (t) + ṁCW (t) − ṁTW (t)

ATSρ

• Change of the concentration in ReactorTS:

ċTS(t)

=
ṁTB(t)(cTB − cTS(t)) + ṁTM (t)(cTM − cTS(t)) − ṁCW (t)cTS(t)

ATSρlTS(t)

• Change of the liquid temperature in ReactorTB:

ϑ̇TB(t)

=
1

ATBρlTB

{

Pel,TB(t) − Q̇PL,TB(t)

cp
+ ṁT124(t)(ϑT124 − ϑTB(t))

}

• Behaviour of the cold water ValveVCW :
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ẋCW (t) = = − 1

TCW
xCW (t) +

1

TCW
uCW (t)

ṁCW (t) = xCW (t) with TCW = 3, 7 s

• Actuator dynamics of the heating of the ReactorTB:

ẋTB(t) = = − 1

Tel,TB
xTB(t) +

1

Tel,TB
uTB(t)

Pel,TB(t) = kTBxTB(t),

with Tel,TB = 27 s, kTB = 18 kW

• Actuator dynamics of the heating of the ReactorTS:

ẋTS(t) = = − 1

Tel,TS
xTS(t) +

1

Tel,TS
uTS(t)

Pel,TS(t) = kTSxTS(t),

with Tel,TS = 65 s, kTS = 4kW

Besides the state variablesϑTB andlTS , the conductivity is the third variable to be
controlled. This signal is obtained by the following relation:

λTS(t) = 0, 4469
mS

cm
+ 2047, 7

mS

cm
cTS(t).

All these equations use the following mass and heat flows:
• Mass flow from RectorTB towards ReactorTS:

ṁTB(t) =























(

0, 019 kg
s
√

m
+ 0, 727 kg

s
√

m
(uTB(t) − 0, 13)

)√
lTB + 0, 3 m,

if uTB ≥ 0, 13

0 kg
s ,

else

• Mass flow from RectorTM towards ReactorTS:

ṁTM (t) =















(

0, 047 kg
s
√

m
+ 0,605 kg

s
√

m
(uTM (t) − 0, 04)

)√
lTM + 0,3 m

if uTM ≥ 0,04

0 kg
s else.

• Mass flow out of the ReactorTS:

ṁPS(t) = ṁTW (t) = 0, 1679
kg

s
√

m
uPS(t)

√

lTS(t) + 0, 36 m

• Heat balance of the ReactorTS:

Q̇PL,TS(ϑTS(t)) =

{

Q̇PL,TS,on(ϑTS(t)), if heating is on

Q̇PL,TS,off (ϑTS(t)), if heating is off

with
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Q̇PL,TS,on(ϑTS(t)) =

{

46, 9403 W
◦C (ϑTS(t) − 22, 5 ◦C), if ϑTS ≥ 22, 5 ◦C

0W, if ϑTS < 22, 5 ◦C

Q̇PL,TS,off (ϑTS(t)) =

{

4, 8968 W
◦C (ϑTS(t) − 22, 5 ◦C), if ϑTS ≥ 22, 5 ◦C

0W, if ϑTS < 22, 5 ◦C

• Heat balance of the ReactorTB:

Q̇PL,TB(ϑTB(t)) =

{

Q̇PL,TB,on(ϑTB(t)), if heating is on

Q̇PL,TB,off (ϑTB(t)), if heating is off

Q̇PL,TB,on(ϑTB(t)) =

{

135, 468 W
◦C (ϑTB(t) − 22, 5 ◦C), if ϑTB ≥ 22, 5 ◦C

0W, if ϑTB < 22, 5 ◦C.

Q̇PL,TB,off (ϑTB(t)) =

{

4, 8968 W
◦C (ϑTB(t) − 22, 5 ◦C), if ϑTB ≥ 22, 5 ◦C

0W, if ϑTB < 22, 5 ◦C

The given equations can be lumped together to get a nonlinearstate-space model (9.3),
(9.4)

x(k+1) = g(x(k),u(k)), x(0) = x0

y(k) = h(x(k),u(k))

with the state, input and output vectors

x(t) =

























ϑTS(t)

lTS(t)

cTS(t)

ϑTB(t)

xCW (t)

xTB(t)

xTS(t)

























, u(t) =





















uTM (t)

uTB(t)

uTB(t)

uTS(t)

uCW (t)

uPS(t)





















, y(t) =











ϑTS(t)

lTS(t)

λTS(t)

ϑTB(t)











.

Linearised model. A linearised state-space model

ẋ(t) = Ax(t) + Bu(t), x(0) = x0

y(t) = Cx(t) + Du(t)

is obtained from the nonlinear model with the following matrices:
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A =

10−3 ·

























−3, 46 0 0 1, 46 −59, 12 0 39, 36

0 −0, 76 0 0 1, 41 0 0

0 0 −3, 15 0 −0, 0034 0 0

0 0 0 −1, 34 0 157, 46 0

0 0 0 0 −270, 27 0 0

0 0 0 0 0 −37, 03 0

0 0 0 0 0 0 −15, 38

























B = 10−3 ·

























−10, 62 0 0 0 0 0

7, 11 8, 49 0 0 0 −1, 98

0, 0249 0, 0235 0 0 0 0

0 0 0 0 0 0

0 0 0 0 270, 27 0

0 0 37, 03 0 0 0

0 0 0 15, 38 0 0

























C =











1 0 0 0 0 0 0

0 1 0 0 0 0 0

0 0 2047, 7 0 0 0 0

0 0 0 1 0 0 0











D = O.

The set of eigenvalues of the matrixA

σ = {−0, 2703;−0, 0370;−0, 0154;−0, 0035;−0, 0032;−0, 0013;−0, 0008}
gives an impression of the dynamical properties of the plant.

Models of the faulty system. The three actuator failures cause a change of the
matrixB of the linearised state-space model:
• Failuref1 of the ValveVTB , which gets the input signaluTB:

Bf1
= 10−3 ·

























−10, 62 0 0 0 0 0

7, 11 0 0 0 0 −1, 98

0, 0249 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 270, 27 0

0 0 37, 03 0 0 0

0 0 0 15, 38 0 0
























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• Failuref2 of the heating of the ReactorTS, which acts according to the control
inputuTS :

Bf2
= 10−3 ·

























−10, 62 0 0 0 0 0

7, 11 8, 49 0 0 0 −1, 98

0, 0249 0, 0235 0 0 0 0

0 0 0 0 0 0

0 0 0 0 270, 27 0

0 0 37, 03 0 0 0

0 0 0 0 0 0

























• Failuref3 of the PumpPS, which runs according to the control inputuPS :

Bf3
= 10−3 ·

























−10, 62 0 0 0 0 0

7, 11 8, 49 0 0 0 0

0, 0249 0, 0235 0 0 0 0

0 0 0 0 0 0

0 0 0 0 270, 27 0

0 0 37, 03 0 0 0

0 0 0 15, 38 0 0

























.

These matrices differ from the matrixB for the nominal model with respect to one
column each, which is set to zero for the failed actuator.

Control reconfiguration by a virtual actuator. For all three fault cases, the vir-
tual actuator described in Definition 7.7 is used for the control reconfiguration
(Fig 10.24). The scheme is the same in all cases, only the matrix Bf , which is a
parameter of the virtual actuator, differs. This shows thatthe control reconfiguration
is completely automatic in the sense that a general reconfiguration algorithm can
be applied, which adapts the effect of the nominal controller to the failure that has
occurred.

The first experiment concerns the reconfiguration with the goal to retain the stabil-
ity of the closed-loop system. For this task, a virtual actuator with parameter matrix
N = O is used.

In case of the failure of the ValveVTB , the virtual actuator has been designed to
have the following set of eigenvalues:

σV A
!
= 25σ (10.9)

= {−6, 7568;−0, 9259; 0, 3846;−0, 0866;−0, 0790;−0, 0335;−0, 0190}
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F a u l t y  s y s t e m
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N o m i n a l  c o n t r o l l e r
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Fig. 10.24. Reconfiguration by means of a virtual actuator

This is accomplished by the feedback matrix

M =




















−12,31 −16,05 77,63 0,15 5,11 0,40 −3,71

0 0 0 0 0 0 0

13,39 −0,01 5770 90,07 −23,71 178,06 15,41

17,18 −0,06 7332 23,26 −31,85 39,14 25,31

−1,48 −0,01 −642,30 −2,04 2,11 −3,43 −1,81

−130,19 −192,04 239,73 0,75 18,61 2,21 −12,85





















.

This pole assignment is possible, because the pair(A,Bf1) is completely control-
lable. The eigenvalues are chosen with respect to the eigenvalues of the plant. They
make the virtual actuator much quicker than the plant. The zero row of the ma-
trix M ensures that the failed valve is no longer used for feedback control. Due
to the separation property of the virtual actuator, the overall closed-loop system
has the eigenvalues of the nominal closed-loop system and the eigenvalues given in
Eq. (10.9) for the virtual actuator. Hence, the reconfiguredsystem is stable.

Figure 10.25 approves this result. The two bars placed at time t = 350 s mark
the time instant at which the valve is blocked and the controller reconfigured. The
temperatureϑTS and the levellTS remain at the set-points, whereas the conductivity
cannot follow precisely the set-point change at timet = 300 s marked by the dashed
line. This is due to the proportional controller used.

Figure 10.26 shows the six control inputs. After the valveVTB is blocked, the
signaluTB shown in the top right corner of the figure does no longer change. The
virtual actuator uses the input signalsuTS , uTB anduPS which are also used by the
nominal controller. In addition to this, the virtual actuator exploits the inputuCW to
the cold water ValveVCW , whereas the other additional inputuTM is not used.
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Fig. 10.25. Reconfiguration in case of the valveVTB-failure
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reconfiguration in case of the valveVTB-failure
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The choice how to distribute the effect of the blocked valve over the remaining
actuators is made implicitly by the virtual actuator. No selection procedure, with
a possible involvement of a human control designer, is necessary. Therefore, the
concept of the virtual actuator can be applied completely automatically.

The second experiment concerns the aim to bring all variables to be controlled
back to their set-points. Here the "‘complete"’ virtual actuator with the two param-
eter matricesM and N is used. Besides the matrixM given above, the direct
feedthrough is chosen as

N =
(

C(A − BfM)−1Bf

)−1 (
C(A − BfM)−1B

)

=





















1 0,291 −0,016 0,053 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 −0,588 0,031 −0,037 1 0

0 −4,250 −0,012 −0,004 0 1





















,

which ensures set-point following, because the reconfigured closed-loop system has
the same static reinforcement as the nominal control loop.
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Fig. 10.27. Reconfiguration after valveVTB-failure

The reconfiguration result is depicted in Fig. 10.27. The same experiment has been
made as before, but now all three control outputs are moved back to their set-points.
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Fig. 10.28. Control input after the reconfiguration for valve
VTM -failure

As Fig. 10.28 shows, the virtual actuator uses now the additional inputsuCW and
uTM . The reconfiguration is completely successful including the restoration of the
set-point.

10.3 Diagnosis and control of a ship propulsion system

10.3.1 Structure of the ship propulsion system

Faults in a ship propulsion system and its associated automation system can cause a
dramatic reduction in the ship’s ability to propel and manoeuvre itself, and effective
means are needed to prevent faults to develop into a failure.Various algorithms and
methods from different research areas can be used to analysethe system and sub-
sequently detect, isolate, and accommodate the faults. Theship propulsion system
described in this section was presented as an internationalbenchmark and was used
as a platform for development of new ideas and comparison of methods.

The topics selected for this section are based on structuralanalysis. It is shown
how residual generators are directly deduced from analysisof structure and how
fault-tolerance can be obtained. Diagnostic methods and a supervisor logic to obtain
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fault-tolerant control are implemented and tested againstrecorded time-history data
which were manipulated to include well defined faults.

The dynamics of the propulsion system is non-linear. Furthermore, one essential
fault is non-additive. The implication is that some residual generators become non-
linear. This section illustrates how such real-life phenomena can be handled in the
general framework developed in this book and where slight extensions are needed.

The propulsion system example origins from studies and manoeuvering trials with
the Danish intercity ferry MF Dr. Ingrid, a 10.000 tons combined passenger and train
ferry. Detailed modelling and data recorded from manoeuvering trials with the ferry
give a realistic scenario for test of diagnostic methods andtechniques to obtain fault
tolerance.
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Fig. 10.29. Block diagram of the ship propulsion system

Ship propulsion system.An outline of the propulsion system chosen for the bench-
mark is shown in Fig. 10.29 (of Table 10.8 for a list of symbols). The main compo-
nents are described by the following blocks:

• Diesel dynamicsgives engine torque to drive the propeller shaft.
• Shaft dynamicsprovides shaft speed given diesel and propeller torques.
• Propeller characteristicsprovide propeller thrust and load torque from shaft

speedn, propeller pitchϑ and water speedVa;
• Ship speed dynamicsdetermines ship speed from propeller thrust and external

forces.
• Propeller pitch and shaft speed controllers(governor) control the propeller pitch

and shaft speed.
• The coordinated control levelcalculates set-points for shaft speed and propeller

pitch controllers.
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Table 10.8 List of symbols used in the ship propulsion system

Symbol Unit Explanation

It kgm2 Total inertia

Ky Nm Torque coefficient

n(t) rads−1 Shaft speed

R(U) N Hull resistance

Tprop(t) N Propeller thrust

Text(t) N External force

1 − tT - Thrust deduction factor

U(t) ms−1 Ship speed

Va(t) ms−1 Flow at propeller

1 − w - Wake fraction

Qeng(t) Nm Diesel torque

Qf Nm Shaft friction

Qprop(t) Nm Propeller torque

Yd(t) 0...1 Fuel index

ϑ(t) -1...1 Propeller pitch

The coordinated control level is detailed in Fig. 10.30. Thefollowing functions
are included:

• Combinator: Gives a set of command values:ncom(t) andϑcom(t) as functions
of the command handle position.

• Efficiency optimiser: A module to optimise propulsion efficiency determines
ncom(t) andϑcom(t), based on measured values ofY (t), n(t), ϑ(t) andU(t).

• Speed control: A ship speed-control module maintains a command value of ship
speedUref , using measured values ofY (t), n(t), ϑ(t) andU(t) as input.

• Overload control: Modifies ncom(t) andϑcom(t) to prohibit the prime mover
from reaching its torque limits. The fuel index is used to determine an approach-
ing overload condition.

10.3.2 Models of the propulsion system

The overall function of the propulsion system is to maintainthe ship’s ability to
propel itself and to manoeuvre. Propulsion requires thrustahead whereas manoeu-
vres require ahead and astern thrust ability. With a positive shaft speedn, this is
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Fig. 10.30. Hierarchy of controllers for the propulsion system. The
handle gives input to a combinator, efficiency optimiser, and ship

speed control module. Lower level controls are shaft speed (governor),
propeller pitch and diesel overload blocks.

obtained by an appropriate change of the propeller pitchϑ, which is the angle that
the propeller blades are twisted.

The component hierarchy is treated as belonging to two levels. Lower level com-
ponents are the diesel engine with shaft speed controller, the propeller with the pitch
controller, and the ship’s speed dynamics. The upper level comprises coordinated
control for the lower level components and overall command to the propulsion sys-
tem. Reconfiguration will take place at the upper level, but lower-level controllers
should be fault-tolerant, if possible, to maintain their primary services.

Upper-level components.Upper level components are the following:

• Command handle: A command handle’s position constitutes the main man-
machine interface (MMI).

• Combinator: Use-modes with different interpretations of handle position are
available:
– Manoeuvring: Handle position determinesn(t) andϑ(t);
– Economy: Handle position determinesncom(t) andϑcom(t);
– Set speed: Maintain a set ship speed using measured ship speedU(t).
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• Efficiency optimiser: The efficiency optimiser determines the set ofn(t) and
ϑ(t) that achieves the desired ship speedUref = fsc(h(t)) as determined by the
handle position, without ship speed feedback.

• Ship speed control: Ship speed control aims at maintaining a set ship speed
within a narrow margin. This component uses measured ship speed as one of
its input variables.

• Diesel overload control: Overload is avoided by reducing the propeller pitch if
diesel torque is close to maximum at a given shaft speed.

Lower-level components.The lower level consists of the shaft speed and the
propeller-pitch controllers and the physical components of the propulsion system.
In a component-based analysis, the physical components related to the pitch control
function are lumped together to a new entity calledpropeller pitch control.

Propeller pitch control. The pitch control is an aggregated component that com-
prises a large hydraulic actuator turning the propeller blades, the feedback from a
pitch sensor, a controller and the drive electronics. In itsoriginal implementation,
this component has only one version of the use-modeum1, which denotes the au-
tomatic mode. In order to obtain fault-tolerant properties, other versions are added.
The concise definition of the component is given in the following equations:

< Propeller pitch control > ::=

< M(0, 1) > ::= < um0 (manual), um1 (automatic) >

< umo (manual) > ::= < so >

< um1 (automatic) > ::= < so, s1 >

< s0 (3 − state) > ::= < v0 (up− down) >

< v0 (up− down) > ::= < consumed >,< produced >,

< procedure >,< request >,

< activation >,< resources >

< consumed > ::= < command ∈ [up, nil, down], >

< produced > ::= < pitch angle of blades,>

< procedure > ::= < plant dynamics Eq. (10.12) with

control (10.13), >

< request > ::= < select 3 − state,>

< activation > ::= < none,>

< resources > ::= < hydraulic oil supply, CP propeller >
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< s1 (continuous) > ::= < v1 (normal), v2 (ftc− a) >

< v1 (normal) > ::= < consumed >,< produced >,

< procedure >,< request >,

< activation >,< resources >

< consumed > ::= < pitch angle command,>

< produced > ::= < pitch angle of blades,>

< procedure > ::= < plant dynamics Eq. (10.12) with control

(10.14), >

< request > ::= < select automatic, normal,>

< activation condition > ::= < hydraulic pressure present,>

< resources > ::= < angle sensor, hydraulic oil supply,

CP propeller >

< v1 (ftc− a) > ::= < consumed >,< produced >,

< procedure >,< request >,

< activation >,< resources >

< consumed > ::= < pitch angle command,>

< produced > ::= < pitch angle of propeller,>

< procedure > ::= < Eq. (10.12) and fault− tolerant control

results,>

< request > ::= < select automatic, ftc− a,>

< activation > ::= < hydraulic pressure present,>

< resources > ::= < hydraulic oil supply, CP propeller > .

< FPA input | um0 ∨ um1 > ::= < sensor fault f1 = ∆ϑ, leakf2 = ∆ϑ̇inc,

ei1 = ϑcom >

< FPA output | um0 ∨ um1 > ::= < eo1 = ϑL >

< FPA description | umo > ::= < Mpc−um0 >

< FPA description | um1 > ::= < Mpc−um1 >

The mathematical model for the physical parts of the component is composed of
the following equations:

ϑm(t) = ϑ(t) + νϑ(t) +∆ϑ(t) (10.10)

ϑ̇(t) = max
(

ϑ̇min, min
(

uϑ̇(t), ϑ̇max(t)
))

+∆ϑ̇inc (10.11)

ϑ(t) = max (ϑmin, min (ϑ(t), ϑmax)) . (10.12)

The control signaluϑ̇(t) is generated according to the version running. In version
vo the control signal is obtained from

uϑ̇(t) = ktucmd(t), ucmd ∈ [−1, 0, 1]. (10.13)

In versionsv1 andv2,

uϑ̇(t) = kt (ϑref(t) − ϑm(t)) (10.14)

holds. Here,ϑm(t) is the measured propeller pitch,[ϑ̇min, ϑ̇max] the rate interval
set by the hydraulic pump capacity and geometry, and[ϑmin, ϑmax] is the physical
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interval for propeller-blade travel.νϑ(t) is the measurement noise. Two faults are
included in the model: leakage∆ϑ̇inc(t), and pitch sensor fault∆ϑ(t). It is noted
that the control signaluϑ̇(t) is not measured.

With (ei) ∈ [low, high, fluc, undef ] we get

Mpc−umo =











0 0 0 0 1 0 0 0 1 0 0 0

0 0 0 0 0 1 0 0 0 1 0 0

0 0 0 0 0 0 1 0 0 0 1 0

0 0 0 0 0 0 0 1 0 0 0 1











′

Mpc−um1 =











0 1 0 0 0 0 0 0 1 0 0 0

1 0 0 0 0 0 0 0 0 1 0 0

0 0 1 0 0 0 0 0 0 0 1 0

0 0 0 1 0 0 0 0 0 0 0 1











′

.

Shaft speed control. The input to the shaft speed controller, which is called the
governor, is given by the shaft speed referencenref(t) and the measured shaft speed
nm(t). The output is the throttle of the diesel engine, which is proportional to the
fuel indexY (t). The governor is a PI controller. Anti-windup is part of the integrat-
ing action, andK is the anti-windup gain.

< Shaft speed controller> ::=

< M(0, 1) > ::= < um1 (automatic) >

< um1 (automatic) > ::= < so, s1 >

< s0 (constant) > ::= < v0 (constant) >

< v0 (constant) > ::= < consumed >,< produced >,

< procedure >,< request >,

< activation >,< resources >

< consumed > ::= < logic command >,

< produced > ::= < diesel index Y >,

< procedure > ::= < Y = Yta time of activation >,

< request > ::= < constant >,

< activation > ::= < none >,

< resources > ::= < diesel engine >

< s1(continuous) > ::= < v1 (normal), v2(ftc− n) >

< v1 (normal) > ::= < consumed >,< produced >,

< procedure >,< request >,

< activation >,< resources >
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< consumed > ::= < nm, ncom, Ym >,

< produced > ::= <Y>,
< procedure > ::= < Eqs. (10.15)and (10.16)>,
< request > ::= < automatic >,

< activation > ::= < none >,

< resources > ::= < nm, Ym, ncom, power,mainengine >

< v2 (ftc− n) > ::= < consumed >,< produced >,

< procedure >,< request >,

< activation >,< resources >

< consumed ::= < n̂, ncom, Ym >,

< produced > ::= < Y >,

< procedure > ::= < Eq. (10.15)with nm = n̂ and

Eq. (10.16)>,
< request > ::= < automatic >,

< activation > ::= < automatic, ftc− n >,

< resources > ::= < n̂, ncom, Ym, power, main engine >

< FPA in | um1, v0 > ::= < nm, ncom, Ym >

< FPA in | um1, v1 > ::= < nm, ncom, Ym >

< FPA in | um1, v2 > ::= < n̂, ncom, Ym >

< FPA out > ::= < Y >

< FPA in | um1, v0 > ::= < Mat04,12 >

< FPA out | um1, v0 > ::= < M gov−v1 >

< FPA mat | um1 v0 > ::= < M gov−v2 >

The controller is given by

nm(t) = n(t) + νn(t) +∆n(t)

Ẏi(t) =
kr

τi

(

(nref(t) − nm(T )) −K(YPIb(t) − YPI(t))
)

YPIb(t) = Yi(t) + kr.(nref(t) − nm(t))

YPI(t) = min (max (YPIb(t), Ylb), Yub).

(10.15)

Ylb andYub are the lower and upper bounds for the integrator part of the governor,
and∆n(t) the measurement fault. The governor comprises fuel index limits to keep
the diesel engine within its allowed envelope of operation.These limits are given
below

ymax =















0.4 nm ≤ 40% of nmax,a

1 nm ≥ 80% of nmax,a

1.5nm

nmax, a
− 0.2 otherwise















Y (t) = max(0, min(YPI(t), ymax)),

(10.16)
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wherenmax,a is the maximum generated shaft speed allowed,nm the measured
shaft speed,ymax the hard limit specified for the engine, andY ∈ [0, Ymax] denotes
the command fuel index.

A similar formal description can be made for each physical component, but this
is omitted for brevity.

Diesel engine.The diesel engine generates a torqueQeng, which is controlled by its
fuel indexY , to drive the shaft. The diesel engine dynamics can be divided into two
parts. The first part describes the relation between the generated torque and the fuel
index. It is given by the transfer function

Qeng(s) =
Ky +∆Ky

1 + τc s
Y (s), (10.17)

whereKy is the gain constant andτc is the time constant corresponding to torque
build-up from cylinder firings.

The second part expresses the torque balance of the shaft:

Imṅ(t) = Qeng(t) −Qprop(t) −Qf . (10.18)

Qeng(t) is the torque developed by the diesel engine,Qprop(t) is the torque devel-
oped from the propeller, andQf is the friction torque.

Propeller thrust and torque. A controllable pitch propeller (CP) has blades that
can be turned by means of a hydraulic mechanism. The propeller pitch ϑ can be
changed from100% (full ahead) to−100% (full astern).

The propeller thrust and torque are determined by the following bilinear relations:

Tprop(t) = T|n|n(ϑ) |n(t)|n(t) + T|n|Va
(ϑ(t)) |n(t)|Va(t) (10.19)

Qprop(t) = Q|n|n(ϑ) |n(t)|n(t) +Q|n|Va
(ϑ(t)) |n(t)|Va(t). (10.20)

Va is the velocity of the water passing through the propeller disc

Va(t) = (1 − w)U(t),

wherew is a hull-dependent parameter called the wake fraction. Thecoefficients
T|n|n, T|n|Va

, Q|n|n andQ|n|Va
are complex functions of the pitchϑ(t). Tprop and

Qprop are calculated by interpolating between tables of data measured in model
propeller tests. Figure 10.31 shows graphically the dependencies ofTprop andQprop

on n andVa for different values of the pitch.KT andKQ, in these figures denote
thrust and torque coefficients

Tprop = KT ρD
4 |n|n (10.21)

Qprop = KQ ρD
5 |n|n,

whereD is the propeller diameter andρ the mass density of water.

Ship speed dynamics.The following non-linear differential equation approximates
the ship speed dynamics:



554 10. Application examples

−0.4 −0.2 0 0.2 0.4

−1

−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

1

J − advance number

Thrust coefficient

−100%

−50%

0%

50%

100%

KT(pitch)

−0.4 −0.2 0 0.2 0.4

−0.2

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

J − advance number

Torque coefficient

−100%

−50%

0%

+50%

+100%

10*KQ(pitch)

Fig. 10.31. Propeller torque as functions of advance number
J = 2πVa/n for different values of pitch

(m−XU̇ )U̇(t) = R(U(t)) + (1 − tT )Tprop(t) + Text(t) (10.22)

Um(t) = U(t) + νU (t) .

The termR(U) describes the resistance of the ship in the water. It is a negative quan-
tity. Figure 10.32 shows the hull resistance as a function ofthe speed for two given
load conditions.XU̇ represents the added mass in surge, which is negative. The
thrust deduction1 − tT represents the net thrust lost due to the propeller-generated
flow at the ship’s stern.Text is the external force brought about by the wind and the
waves.νU is the measurement noise.

10.3.3 Fault scenarios and requirements on the diagnosis

Fault scenario.The faults are summarised in Table 10.9.
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Table 10.9 Faults considered

Fault Symbol Type

Sensor faults ∆ϑ additive - abrupt

Hydraulic leak ∆ϑ̇inc additive - incipient

Sensor faults ∆n additive - abrupt

Diesel fault ∆Ky multiplicative - abrupt

A formal analysis of fault propagation shows that they have different degrees of
severity. Some are very serious and need rapid fault detection and accommodation to
avoid serious accidents if the component failure occurs during a critical manoeuvre.
The time to detect and reconfigure is hence essential. Some ofthe faults described
are based on actual events that have caused serious damage due to the lack of fault-
tolerant features in existing propulsion control systems.Figure 10.33 locates the
generic faults of the benchmark in the system block diagram.The faults are:

1. Faults∆ϑ related to the propeller pitch:
• ∆ϑhigh: This fault can occur due to an electrical or mechanical defect in the

pitch sensor or its interface.
• ∆ϑlow: This fault can occur due to an electrical or mechanical fault in the

pitch sensor or its interface.
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Fig. 10.33. Block diagram of the propulsion system with saturation
phenomena shown for shaft speed and pitch controller. The generic

faults of the benchmark are indicated.

• ∆ϑ̇inc: A leakage can occur in the (hydraulic) actuation part of thecontrol
system; in practice, often in an over-pressurised valve.

2. Faults∆n related to shaft speed measurement. A dual pulse pick-up is used for
measuring the shaft speed. The followings faults are considered:
• a maximum signal∆nhigh (disturbance on one pick-up), and
• a minimum signal∆nlow (loss of both pick-up signals).

3. Faults related to the diesel engine (∆Ky). The generated shaft torque can be
lower than expected for the following reasons: reduced air inlet, reduced fuel
oil inlet, or a cylinder is not working.

To determine how faults affect the system operation, the fault-propagation analysis
methodology presented in Chapter 4 was employed. This analysis shows the end-
effects for each fault. Combining end effects, the severitylevel for each fault was
assessed. The results are shown in Table 10.10.
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Table 10.10 Consequences and severity levels for the benchmark faults

Fault Consequence Severity

∆ϑhigh
deceleration⇒
manoeuvring risk

high

∆ϑlow
acceleration⇒
collision risk

very high

∆ϑ̇inc
gradual speed change

⇒ cost increase
medium

∆nhigh
deceleration⇒
manoeuvring risk

high

∆nlow
acceleration⇒
collision risk

very high

∆Ky
diesel overload⇒
wear, slowdown

medium

Requirements on the diagnosis.The requirements for our diagnostic methods are
as follows, whereTs is the sampling time in the particular control loop:

• Time-to-detect(Td): For the sensor feedback faults (∆ϑlow, ∆ϑhigh, ∆nlow, and
∆nhigh): Td < 2Ts, the incipient fault∆ϑ̇inc : Td < 100 Ts, the gain fault∆ky :
Td < 5Ts.

• Unknown input: A time-varying external drag force from weather and shallow
water is a potential source of false detection. Diagnosis should be insensitive to
this.

• False detection probability:Pf < 0.01. Fault-free real data, including harbour
manoeuvres, are provided to allow realistic testing of algorithms with respect to
false detection.

• Missed-detection probability:Pm < 0.001. Due to the high severity level of
faults, which can result in endangering the ship (and its crew), the probability of
not detecting them when they do occur should be as low as possible.

• Robust design:Several sources of model uncertainty exist: slowly increasing hull
resistanceR(U) due to growth (0% increasing to20% of R(U)), or varying ex-
ternal force from sea and wind (±10 % ofR(U)), a-priori uncertainty in propeller
thrust and torque (± 10%) and engine friction (from5% to 8%), and general un-
certainty on other physical parameters (± 2%). Fault diagnosis should be robust
to these.A-posterioridata for parameters may be identified and used for diagno-
sis.

Requirements on fault handling. Fault handling should incorporate appropriate
steps to accommodate the faults. The remedial actions should primarily use the re-
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configuration at the coordination level. Performance in a reconfigured mode can
be lower than under faultless conditions. Large transientsshould be avoided when
changing to a reconfigured mode. Bump-less transfer is not required, but is a desir-
able feature.

Test scenario. The test sequences constitute recordings from manoeuvres with the
intercity ferry MF Dr. Ingrid. Faults are superimposed on the recorded data using the
high-fidelity simulation model. Time stamps for different fault events are given in
Table 10.11. The total simulation time is3500 seconds. The fault∆Ky corresponds
to a20% drop in the diesel engine gainKy.

Diagnosis. The main task is to find fault diagnosic algorithms that make it possible
to detect and isolate the faults mentioned above. The algorithms should be robust to
model uncertainty, load changes, and external forces.

The known and measured variables are propeller pitch set-point ϑref(t), propeller
pitch measurementϑm(t), shaft speed set-pointnref(t), shaft speed measurement
nm(t), ship speedUm(t), and the fuel indexYm(t). The data are obtained by sam-
pling every1 second.

Table 10.11 Fault events and their corresponding activation time intervals

Event Start time End time

∆ϑhigh 180 s 210 s

∆ϑ̇inc 800 s 1700 s

∆ϑlow 1890 s 1920 s

∆nhigh 680 s 710 s

∆nlow 2640 s 2670 s

∆Ky 3000 s 3500 s

10.3.4 Structural analysis of the propulsion system

After having made an assessment of the set of high severity faults that need to be
handled to obtain a fault-tolerant propulsion system, the next step is to provide re-
lations for use in design of residual generators. Structural analysis is employed for
this purpose. A prerequisite for structural analysis is that the set of constraints are
listed. For the open loop system, involving the shaft and ship dynamics, the related
constraints are the following:
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c1 : c1(ϑ, ϑm) = 0 : ϑ = ϑm

c2 : c2(n, nm) = 0 : n = nm

c3 : c3(Y, Ym) = 0 : Y = Ym

c4 : c4(ky,Ky) = 0 : ky = Ky

c5 : c5(Y, ky, Qeng) = 0 : Qeng + τcQ̇eng = kyY

c6 : c6(Q̇eng, Qeng) = 0 : Q̇eng =
dQeng

dt

c7 : c7(Qeng, Qprop, n) = 0 : Imṅ = Qeng −Qprop

c8 : c8(ṅ, n) = 0 : ṅ = dn
dt

c9 : c9(n, ϑ, U,Qprop) = 0 : Table1

c10 : c10(n, ϑ, U, Tprop) = 0 : Table2

c11 : c11(U̇ , R(U), Tprop) = 0 : mU̇ = R(U) − (1 − tT )Tprop

c12 : c12(R(U), U) = 0 : Table3

c13 : c13(U̇ , U) = 0 : U̇ = dU
dt

c14 : c14(U,Um) = 0 : U = Um

(10.23)

The propeller developed torqueQprop(t) and trustTprop(t) are functions ofn(t),
ϑ(t), andU(t), and are calculated by interpolating between data that are described
in the given tables. For the sake of clarity, the following simplifications are made:

• measurement noises in the system are not represented,
• disturbances,Qf andText are disregarded,
• XU̇ is negligible and the trust deduction1 − tT is known.

Furthermore, the propeller pitch dynamic is described by the following constraints:

c15 : c15(uϑ̇, ϑref , ϑm) = 0 : uϑ̇ = kt(ϑref − ϑm)

c16 : c16(uϑ̇, ϑ̇) = 0 : uϑ̇ = ϑ̇

c17 : c17(ϑ̇, ϑ) = 0 : ϑ̇ = dϑ
dt

(10.24)

These constraints are valid during normal operational conditions when the control
and system’s physical limits are not violated.

The system structure is

S =
17
⋃

i=1

ci,

C = {c1, c2, · · · , c17},
K = {ϑm, nm, Ym, Um,Ky, ϑref},
X = {U, ϑ, n, Y, ky, Q̇eng, Qeng, Qprop, Tprop, uϑ̇, R(U), U̇ , ṅ, ϑ̇},
Z = K

⋃

X .

As the measurement noise is disregarded in analysis of structure, the relationsϑm =
ϑ andn = nm etc. hold. A bi-partite graph representation of the system structure is
depicted in Fig. 10.34.
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Fig. 10.34. Structural model of the ship propulsion system. The
matching is illustrated by the thick lines.

Matching. The edges of a matching are identified by a thick line in the graph
representation (Fig. 10.34) and by ’o’ in the following incidence matrix.

As it is illustrated, a complete matching with respect to theunknown variables are
obtained. There are three unmatched constraints that can beused for detecting the
faults. Each unmatched constraint involves a different part of the system as follows:

Subsystem 1: Engine dynamics and propeller torque characteristics. The un-
matched constraintc5 involves engine and shaft dynamics and the propeller torque
characteristics. The involved constraints are:

c1 : ϑ(t) = ϑm(t)

c2 : n(t) = nm(t)

c3 : Y (t) = Ym(t)

c4 : ky(t) = Ky(t)

c5 : Qeng(t) + τcQ̇eng(t) = ky(t)Y (t)

c6 : Q̇eng(t) =
dQeng(t)

dt
c7 : Imṅ(t) = Qeng(t) −Qprop(t)

c8 : ṅ(t) =
dn(t)

dt
c14 : U(t) = Um(t)

The faults that affect the dynamics of this subsystem are obviously faults in pitch
and shaft measurements as well as the fault in the diesel engine.

Subsystem 2: Ship speed dynamics and propeller thrust characteristics. The
unmatched constraintc11 involves ship speed dynamics and the propeller thrust
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characteristics. The involved constraints are:

c1 : ϑ(t) = ϑm(t)

c2 : n(t) = nm(t)

c10 : Table2

c11 : mU̇(t) = R(U(t)) − (1 − tT )Tprop(t)

c13 : U̇(t) =
dU(t)

dt
c14 : U(t) = Um(t)

The involved dynamics will be affected by fault in shaft speed and pitch measure-
ments.

Subsystem 3: Propeller pitch dynamics.The unmatched constraintc17 involves
conctraints related to the propeller pitch dynamics. The involved constraints are:

c1 : ϑ(t) = ϑm(t)

c15 : uϑ̇(t) = kt(ϑref(t) − ϑm(t))

c16 : uϑ̇(t) = ϑ̇(t)

c17 : ϑ̇(t) =
dϑ(t)

dt

This subsystem dynamics will be affected by fault in pitch measurement and the
hydraulic fault.

10.3.5 Fault diagnosis using the parity space approach and state observation

Residual generation.As it has been extensively argued in previous chapters, the
parity space and observer-based approaches are commonly used to generate residu-
als. In this section, these approaches are applied to the propulsion system to obtain
an expression for residuals.

Subsystem 3.Using the relevant constraints, a parity equation can be setup, which
involves only known variables of this subsystem. The obtained parity equation is:

dϑm(t)

dt
= kt(ϑref(t) − ϑm(t)).

Based on this, a residual can be defined as

rϑ(t) =
dϑm(t)

dt
− kt(ϑref(t) − ϑm(t)).

The residual should have a vanishing mean value under normalconditions, i.e. when
no sensor fault has occurred. The residual’s dynamical behaviour shall change in the
presence of faults (∆ϑhigh,∆ϑlow, and∆ϑ̇inc).
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Subsystem 1.Since sensor measurements for propeller pitch, shaft speedand ship
speed are available, the value of the propeller torqueQprop can be computed means
of Table1. Hence,Qprop(ϑm, nm, Um) is known. Through constraintc7 we obtain

Qeng(t) = Imṅm(t) −Qprop(ϑm(t), nm(t), Um(t))

Now, it is possible to set up a parity equation by using the constraintsc3, c4, c5, and
c6, i.e.

KyYm(t) = Qeng(t) + τc
dQeng(t)

dt
= Imṅm(t) −Qprop(ϑm(t), nm(t), Um(t))

+ τc
d(Im ˙n(t)m −Qprop(ϑm(t), nm(t), Um(t)))

dt
.

A residual expression can be defined, by using the obtained parity equation, in a
straightforward manner:

rQ(t) = Im ˙n(t)m −Qprop(ϑm(t), nm(t), Um(t))

+τc
d(Im ˙n(t)m −Qprop(ϑm(t), nm(t), Um(t)))

dt
−KyYm(t).

Actual computation of this residual, in present from, requires employing numerical
methods (for instance Euler method or central-difference formula of order 2). The
computed residual should have a mean value equal zero under normal conditions.
The residual’s dynamical behaviour shall change in presence of sensor measurement
faults (∆ϑhigh,∆ϑlow,∆nhigh,∆nlow and the engine gain fault∆Ky.

Residual generator obtained by matching.This subsection employs the flexibility
of structural analysis to generate a residual with desired properties. It would be
desirable if the diesel engine gain fault could be detected independently of a fault
in the shaft speed measurement. Since the constraintc2 is not valid if the shaft
speed fault is present, remove this constraint from the original set. Further, make
the following simplifications: The diesel engine dynamics is much faster than the
shaft speed and ship speed dynamics. This assumption is manifested by removing
the constraintc6 and changing the equation in the constraintc5 toQeng = kyY .

Example 10.1 Matching on revised system

Matching on the open loop system that follows from removingc2 and c6 from the set of
constraints in (10.23) andc5 modified, makes us determine the unmatched constraints that
are necessary to detect the diesel engine gain fault. This is left as an exercise.

The obtained fault-free subsystem can be written as:

ẋ(t) = g(x(t)) + gu(x(t))u(t)

y(t) = U(t)

where

x(t) =

(

n(t)

U(t)

)
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g(x) =

(

0
1
m
R(U) + 1−tT

m
T|n|Va

(1 − w)nU

)

gu(x) =

(

1
Im

ky − 1
Im

[

Q|n|nn
2 +Q|n|Va

(1 − w)nU
]

0 1−tT

m
T|n|nn

2

)

u(t) =

(

Ym(t)

ϑm(t)

)

.

The diesel engine dynamics is very fast (smallτc), i.e. Eq. (10.17) has been used to employ a
static relation for engine torqueQeng = (ky +∆ky)Ym. Table1 andTable2 are represented
by their bilinear approximations (10.19) and (10.20).Q0 is disregarded in the equations.⊓⊔

Detection of the diesel engine gain fault∆Ky. To return to the original notation
of the ship dynamics the following notation is used for this subsystem

ṅ(t) =
1

Im
Ky Ym − 1

Im

[

Q|n|Va
(1 − w)nU +Q|n|n n

2
]

ϑ

U̇(t) =
1

m
R(U) +

1 − tT
m

T|n|Va
(1 − w)nU +

1 − tT
m

T|n|n n
2 ϑ

y(t) = U(t)

with the fuel index measurementYm and the pitch measurementϑm as external
input. For this system an observer can be given in the following form:

˙̂n(t) =
1

Im
Ky Ym − 1

Im

[

Q|n|Va
(1 − w)n̂Û +Q|n|nn̂

2
]

ϑm +Kn̂
∆ky

(Um − Û)

˙̂
U(t) =

1

m
R(Û) +

1 − tT
m

[T|n|Va
(1 − w)n̂Û + T|n|nn̂

2ϑm] +KÛ
∆ky

(Um − Û)

ŷ(t) = Û(t).

A residual can be obtained by using the output (ship speed estimate) of the observer
and the ship speed measurementUm in the following way:

rTQ = Um − Û .

The residualrTQ is by construction only affected by the gain fault∆Ky (when
considering the pitch signal to be fault-free). As the observer is stable, the resid-
ual behaves in the fault-free case such thatrTQ → 0 holds for t → ∞. For the
estimation errors

e1n(t) = n(t) − n̂(t) and e1U (t) = U(t) − Û(t)

the following error dynamics can be given (withϑ = ϑm):

ė1n =
1

Im
∆ky Y − 1

Im

[

Q|n|Va
(1 − w)(nU − n̂Û) +Q|n|n(n2 − n̂2)

]

ϑm

−Kn̂
∆ky

(Um − Û) (10.25)

ė1U = ṙ1 =
1

m
(R(U) −R(Û)) +

1 − tT
m

[T|n|Va
(1 − w)(nU − n̂Û) +

+T|n|n(n2 − n̂2)ϑm] −KÛ
∆ky

(Um − Û). (10.26)
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Looking at the estimation error dynamics (10.25) one could think that an occurring
gain fault∆Ky would have a direct impact oṅe1n leading to a growing estimation
error:n 6= n̂. As can be seen from Eq. (10.26) this would then also affect the shaft
speed estimate, i.e.U 6= Û . Hence, the first residual would deviate from zero in case
of a gain fault:rTQ 6= 0. However, with the coupled nonlinear equations at hand this
argumentation is not correct. Simulation results given below show that the gain fault
∆Ky does indeed affect the residualrTQ.

The observer offers also a second possibility to generate a residual when using the
shaft speed measurementnm:

rTQ2
(t) = nm(t) − n̂(t).

Obviously, this residual is also affected by the shaft speedsensor fault∆n. The
residual dynamics can be stated as follows

ṙTQ2
(nm(t), n̂(t)) = ė1n(t) + ∆̇n(t),

whereė1n is described by Eq. (10.25).

Simulation results. The gains and initial conditions for the observer are chosenas
follows:

Kn̂
∆ky

= 0.001,

KÛ
∆ky

= 0.01,

n̂(t = 0) = 9 rad/s,

Û(t = 0) = 0.1 m/s.

The simulation result is shown in Fig. 10.36.
The second residual, i.e.rTQ2

, is generated by choosing the gains and the initial
conditions of the observer as:

Kn̂
∆ky

= 0.001,

KÛ
∆ky

= 0.01,

n̂(t = 0) = 9 rad/s,

Û(t = 0) = 0.1 m/s.

The simulation result is shown in Fig. 10.37.
Comparing Fig. 10.36 and 10.37, it is clear that residualrTQ is not affected by

shaft sensor fault as it was the idea that was described in thestart of section 10.3.5,
whereas residualrTQ2

is affected by both the shaft speed fault and the engine gain
fault. Small deviations (from zero) in both residuals are due to the sudden change
in measurement/input signals combined with the nonlinear behaviour of the system
and can be handled by choosing an appropriate threshold.
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Fig. 10.36. ResidualrTQ = Um − Û . Simulation including all faults
and no measurement noise.
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Fig. 10.37. ResidualrTQ2 = nm − n̂. Simulation including all faults
and no measurement noise.

10.3.6 Quantised systems approach to the diagnosis of the pitch control loop

As an alternative approach to the diagnosis of the ship propulsion system, the quan-
tised systems approach explained in Chapter 9 is applied to the pitch control loop,
which is shown in Fig. 10.33 in the right upper corner. The loop is re-drawn as the
block diagram shown in Fig. 10.38, where the inputθref is represented by the left
arrow and the measured pitch angleθm by the right arrow. The two faults, which
affect this loop, are shown by the arrows labeled as∆θ and∆θ̇inc where the first
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represents the sensor fault, which may have the two values∆θlow or ∆θhigh, and
the second a fault in the hydraulic system.

This figure depicts how the structure proposed in Fig. 9.3 on p. 452 is applied to a
part of the ship propulsion problem. The following investigations will show that the
faults change the behaviour of the pitch control loop in sucha way that they can be
detected by means of rough measurement sequences that result from a quantisation
of the numeric data that represent the evolution ofθref and θm. This diagnostic
method is robust against model uncertainties and measurement noise, because it is
based on rough data.
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Fig. 10.38. Quantised systems approach to the diagnosis of the pitch
control loop

Qualitative modelling of the pitch control loop. According to Section 9.4, the
pitch control loop together with the quantisers can be described by a stochastic
automaton, which is obtained by the abstraction algorithm.The quantitative model
is given by Eqs. (10.12), (10.14). It is used here in a discrete-time version for the
sampling timeTs = 1 s. The quantisers are chosen so as to get, on the one hand, a
low number of symbolic input and output values but, on the other hand, to obtain
enough information about the performance of the pitch control loop.

Figure 10.39 shows how the quantisation intervals of the measured pitch angle
have been chosen. The quantisation of the input, which is thereference input for the
measured pitch angle, is chosen accordingly. The size of theintervals are compara-
ble with the size of the measurement noise. Due to this noise,a smaller quantisation
resolution is useless. On the other hand, the diagnostic results will show that the
resolution used is small enough for the diagnostic purposes, i.e., the quantised input
and output sequences provide enough information for detecting and identifying the
faults.

With these quantisers, the abstraction algorithm developed in Section 9.4.3 has
been applied. The result is a stochastic automaton, which cannot be shown here due
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Fig. 10.39. Measured pitch angle in the quantised output space

to its size. This automaton is a complete model of the pitch control loop together
with the chosen quantisers.

Diagnostic results. The diagnostic algorithm has been tested for the pitch control
loop by using input and output sequences, which have been obtained by quantising
input and output signals used in simulation studies of the ship propulsion system.
In a long simulation run, the three different fault situations, which concern the pitch
control loop, have been simulated during the time intervalsgiven in the table.

Fault symbol Numerical fault value Activation time Final time

∆θhigh 1 180 s 210 s

∆θlow -0.7 1880 s 1920 s

∆θ̇inc
0.00001

s+0.0001
800 s 1700 s

Figure 10.40 shows the trajectory of the measured pitch angleθm in a time interval,
in which the first fault was present. The diagnostic algorithm has no access to this
measurement values, but obtains merely the quantised version of them. The figure
is used here to explain the diagnostic result.

The diagnostic algorithm finds the fault∆θ = ∆θhigh, which represents a posi-
tive measurement error, at once. This result is visible in Fig. 10.41, where the rect-
angle showing this fault (called “Sensorfault high”) is black from the second time
instant shown, which means that the diagnostic result associates with this fault a
high probability (which is nearly one over the whole time interval where the fault is
present).

At time 210 seconds, the fault disappears. Hence the measured pitch angle is much
lower than before (cf. Fig. 10.40), which imitates the contrasting fault∆θlow. This
behaviour explaines why the diagnostic algorithm associates with this fault∆θlow
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Fig. 10.40. Quantitative trajectory of the measured pitch angle
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Fig. 10.41. Diagnostic result for sensor fault∆θhigh between 180 and
210 seconds
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Fig. 10.42. Quantitative trajectory of the measured pitch angle for
sensor fault∆θlow

a low (but positive) probability at the time instant 211. However, as the diagnostic
algorithm does not only use the system output, but checks theconsistency of the
(quantised) input and output sequences with the stochastich automaton, it finds out
that the decrease of the measurement values is the results ofa disappearance of the
fault∆θhigh and not due to the low-measurement fault∆θlow. Hence, the diagnostic
algorithm gets the right result showing that the system is faultless.

For the second fault∆θlow, the pitch angle behaves approximately in the opposite
way as before (cf. Fig. 10.42). The diagnostic algorithm finds this fault at once and
behaves similarly as in the first fault case, when the second fault disappears at time
instant 1920 seconds (Fig. 10.43).

Finally, the diagnosis of the pitch control loop subject to the hydraulic fault is
considered. As Fig. 10.44 shows, the measured pitch angle changes very slowly.
Hence, the effect of the fault is detectable rather late. Therefore, the figures are
drawn with a much higher sampling time as before.

Figure 10.45 shows that the fault is detected at time around 1400 seconds.
The results show that the faults in the pitch control loop canby found by a diag-

nostic method that uses only quantised measurement signals. Both sensor faults are
identified at once, whereas the hydraulic fault, which changes the system behaviour
slowly, is identified rather late. If the hydraulic fault appears as an incipient fault
(cf. Table 10.9), this method is not quick enough for its identification. However,
even with precise numerical measurements, this fault turnsout to be hard to detect
(cf. Section 10.3.5).
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Fig. 10.45. Diagnostic result for hydraulic fault∆θ̇inc between 800
and 1700 seconds

10.3.7 Fault-tolerant propulsion

Active reconfiguration is achieved at the lower level of the ship propulsion sys-
tem. Figure 10.46 shows how software redundancy, in the casewhere shaft speed
measurement has failed, is implemented. The redundant module consists of the non-
linear observer that uses the fuel indexYm and the propeller pitch measurementϑm

as input and the ship speed measurement,Um, as the system output. As mentioned
earlier, this observer is independent of faults in the shaftspeed measurement. How-
ever, it can correctly provide an estimate of the shaft speed, which in turn is used as
a (software) redundant information when a fault occurs.

The block containing the observer and fault isolation modules in Fig. 10.46 is the
fault detection and isolation block and originally contains several residual genera-
tion and fault identification modules, which are not all explained here.

A shaft speed sensor fault occurs at time680 s Fig 10.47 shows a zoom of the
time responses of the shaft speed and the fuel index when the fault occurs at the
worst instant in time, during a transient behaviour caused by alteration of the han-
dle command simultaneously with the diesel torque being close to the maximum
limit. A statistical fault detection method (CUSUM) detects the sensor failing high
at time 681 s and generates a fault event. The state in the decision logic changes
to n_faultyand the fault is accommodated on 682th s where the effector alters the
faulty measurement signal with the estimate generated by the nonlinear observer.

The transient behaviour following the fault causes the overload controller rapidly
to reduce the pitch angle. This rapid load reduction makes itdifficult for the shaft
speed controller to reduce the shaft speed. Even in this extreme case, the overshoot
in shaft speed is some5%, which is below the critical limit of over-speed shut down
(is 9%) of the main engine. The transient thus has no critical effects and is certainly
acceptable compared with the alternative, which would be instant loss of propulsion
of the ship. In each of the figures, the curves represent the following cases: normal
case (solid line), faulty case (dash dotted line), and re-configured case (dashed line),
reference signal (dotted line). The resulting overshoot isnow well below the critical
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Fig. 10.46. Active reconfiguration scheme for the shaft speed when
the non-linear observer is used

over-speed shut down limit and the effort of designing the adaptive observer was
well spent.

Fig. 10.47. A zoom of the shaft speed and fuel index values in the
worst case, using the observer-generated shaft speed (Experiment 1)
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Fig. 10.48. A zoom of the shaft speed and fuel index values in the
worst case, using the observer-generated shaft speed (Experiment 2)

10.4 Supervision of a steam generator

10.4.1 Description of the process

This section shows how a diagnostic algorithm can be found for a steam generator
by using structural analysis.

The steam generator is a pilot process available at the University of Lille (France).
A general view of the installation is given on Fig. 10.49.

Fig. 10.49. General view of the steam generator
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The energy of the primary loop is produced by an electric heating, while the en-
ergy of the steam (which would be really used in industrial applications, e.g. by
providing it to a turbo-alternator in a power station), is here simply dissipated by
a cooling system that is composed of a set of modulating valves and a condenser
coupled with a heat exchanger.

In the following a part of the installation which is composedof the water feed-
ing circuit and of the 175 litres boiler together with the heating is considered. The
technological description is given by Fig. 10.50.
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Fig. 10.50. Scheme of the process

The different system variables are labelled as:

F : massic flow (kg/s)
T : temperature (◦C)
P : pressure (bar)
L: level (litre).

Labels with a numerical index denote a sensor output while labels with a litteral
index stand for the model variables. For example,P7 is the output of the pressure
sensor whilePGV is the pression as computed from the model. Thermal power
(measured in J/s) which is transfered by convection or conduction, respectively, is
labelled byḢ andQ̇.

Water feeding the steam generator is stored in the tank at temperatureTBA and
then fed into the boiler through the pumpPP1 at constant speed. PumpPP2 is
in parallel withPP1 and stands as redundant hardware. The water levelLGV and
the pressurePGV in the boiler are measured by the sensorsL8,L9 andP7. They are
regulated by the two on-off regulatorsPC (pressure control) andLC (level control).
These controllers act on the heating power of the thermal resistor Q̇TH , which is
measured by sensorQ4, and on the flow of pumpFP which is measured by sensor
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F2. The produced steam, whose nominal flow isFV G = 60 kg/h (measured by
sensorF10), is subject to an isenthalpic depressurisation , due to a set of modulating
valvesMV4,MV5 andMV6, until the fixed pressurePV D is reached. This pressure,
measured by sensorsP12 andP14 just ahead of the modulating valves, is regulated
by a pressure controller(PC). The pressure drop between them being neglectible,
the two measurements are redundant. The steam and saturatedwater temperatures
in the boiler (both equal toTGV ), are measured by the thermocouplesT5 andT6.
The manual valveMV3 on the emptying pipe of the boiler allows to create a water
leakage in the steam generator, while the manual valveMV2 on the output steam
pipe allows to create a pipe clogging.MV5 is a by-pass valve which also allows to
create a steam leakage.

10.4.2 Modeling of the steam generator

The steam generator is a dynamical nonlinear system. It has energy of three do-
mains, namely hydraulic energy (flows of fluids in pipes), electric energy (heating
power), thermal energy (production of steam, thermal exchanges) and mechanical
energy (pumps, valves). Three subsystems are distinguished:

1. the feedwater circuit (pump, valve, pipe)
2. the steam generation process
3. the thermal resistor .

The modelling hypotheses are as follows:

• Water and steam are saturated. Thermodynamical propertiesare calculated at
equilibrium (this is justified by the assumption that the water-steam mixture is
homogeneous).

• The water-steam mixture is at a uniform pressurePGV i.e. the effect of the super-
ficial tension of steam bubbles is neglected.

• More generally, all variables have uniform values, due to the small size of the
boiler.

• The steam generator has known thermal capacity and it suffers from thermal
losses by conduction to the external environment.

• The liquid in the feeding circuit is uncompressible.
• The produced steam is compressible.

Feedwater circuit. The feedwater circuit is composed of a number of pipes, of
a hydraulic restriction, of two parallel pumps, and a manualvalveMV1. Water is
pushed by the on-off controlled hydraulic pumps according to the water levelLGV

in the steam generator.

Hydraulic model. The hydraulic model is intended to determine the water flow
FAL0 in the boiler feeding pipe. This flow is obtained by the intersection of the



10.4 Supervision of a steam generator 577

chraracteristics of the pumpFPA (given by the provider) and of the pipeFAL

(Fig. 10.51).
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Fig. 10.51. Determination of the feeding flow

The curvesFAL1 andFAL2 represent the pipes characteristics for different values
of its hydraulic resistance. The pump characteristics is given as a function which
links the pressure difference∆PPA (pascal) between the input and the output, and
the volumic flowFPA ρAL.

The determination of the massic flowFAL as a function of the output pressure
in the TankPSB and of the pressure in the steam generatorPGV just consists in
solving the following system of equations:

{

FAL

ρAL
=
(

−8, 4948 · 10−10∆PPA + 9, 722 · 10−4
)

b1
FAL

ρAL
=
√

(PP A−PGV )105

KD(zV 1)
.

∆PPA is the pressure drop between the input and the output of the pump:

∆PPA = 105 (PPA − PSB) .

PSB is the (known) pressure at the output of the tank andPPA is the pressure at the
output of the pump. The pressure drop between the tank and theinput of the pump
is negligible compared with the drop between the output of the pump and the boiler.
ρAL is the water density,PGV the pressure inside the boiler andKD(zV 1) the

pressure drop coefficient associated with the configurationof the pipe (lenght, num-
ber of turns, etc). The latter also depends on the opening degree of the manual valve
MV1. b1 is a Boolean variable associated with the output of the controller, which
depends on the level difference between the water level in the steam generatorLGV

and the reference water levelLGV _ref , and on∆, the dead zone of the relay:

b1 = F ( sign (LGV _ref − LGV ),∆).
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Thermal model. Water is fed into the boiler through a calorifugated pipe, into
which it arrives at ambiant temperatureTAl. The operating regime is discontinu-
ous, and thus the thermal losses, by radiation, convection and conduction can be
neglected. Therefore, the enthalpy floẇHAL (J/s) carried by the feedwater flow is
equal to that at the output of the tankḢSB :

ḢAL = ḢSB = FAL · hAL.

The specific enthalpy of the water ishAL (J/kg)

hAL = cpeTAL,

wherecpe, the specific heat of the water, is practically constant but depends weakly
on the temperature and varies from 4180 to4200 J · kg−1·◦C−1 for temperature
between 15 and 100◦C. Since the feedwater temperature varies between 30 and
60◦C, the model is written as

ḢAL = 4200FALTAL.

It should be noticed that the state of the water has to be evaluated with respect to a
basic reference temperature, which is taken atT0 = 0◦C. The specific enthalpy of
liquid water is thus considered to behAL = 0 atTAL = 0.

Hydraulic model of steam accumulation. The variation of the mass of the water-
steam mixtureMGV (kg) in the boiler is

d

dt
(MGV ) = ṀGV = FAL − FV G,

whereFV G represents the massic flow of the steam at the output of the boiler, which
flows through the manual valveMV2.

Many models can be used to compute the massic flowF of a compressible fluid,
depending on the operating regime of the physical process. Awell known model is
given by

F = KD
P1√
T1

if P2 < 0.5P1

F = KD1

√

(P1 − P2)
P2

T1
if P2 > 0.5P1,

(10.27)

whereKD is some flow coefficient, andP1, T1, T2 andP2 are respectively the
pressures and temperatures at the input (the output) of the pipe restrictions. It is
worth noticing that Bernoulli’s law (which links the flow only with the difference of
pressures) is valid only for uncompressible fluids.

In the present case, the pressures at the input and output of valveMV2 are respec-
tively the relative pressure within the steam generatorPGV (P1) and the pressure
at the input of the depressurisation valvesPV D (P2). This pressure is measured by
sensorsP12 andP14. Taking into account relation (10.27), it follows

FV G =

√

KD(zV 2).
(PGV − PV D)PV D

TGV
. (10.28)
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In Equation (10.28),KD(zV 2) is the pressure drop coefficient associated with the
steam output pipe. It depends on the valveMV2 position and it is experimentally
determined.

Thermal model of the boiler. The energy balance equation in the steam generator
is given by

d(HGV )

dt
= ḢGV = Q̇TH + ḢAL + ĖW − ḢV G − Q̇PG,

wherehGV orHGV are, respectively, the specific enthalpy and the total enthalpy in
the boiler, andQ̇TH is the thermal heating power

Q̇TH = b2.Q4 = b2.60000 W.

This power is generated by a60 kW heating resistor, measured by sensorQ4, and
controlled by the on/off regulator, which acts on the pressurePGV in the steam gen-
erator.b2 (the relay output) is the Boolean control, which depends on the difference
between the pressure in the steam generatorPGV and its reference valuePGV _ref ,
taking into account the relay’s dead zone∆.

b2 = F ( sign (PGV _ref − PGV ),∆).

ĖW is the power (J/s) provided by the work of the pressure forces, which is com-
puted from the relation

ĖW = VGV ṖGV

ṖGV =
dPGV

dt
.

VGV (m3) is the geometric volume of the boiler, namely0, 175m3.
The total enthalpy flow carried by the steam is proportional to the specific enthalpy

of the steamhV and to its massic flowFV G:

ḢV G = FV G · hV .

Q̇PG is the thermal power dissipated by conduction from the water-steam mixture
to the metal body of the boiler. It is calculated below, in thethermal losses.

Modeling the thermal losses.Let cMG be the thermal capacity of the metal body
of the boiler. Two cases are in general considered when modelling such systems:

• In the first case, the thermal capacity is taken into account,but the isolation be-
tween the metal body and the ambiant atmosphere is considered as perfect, so
that the losses are neglected.

• In the second case, radiation/conduction is present between the metal body and
the outside world.

In the Lille process, experiments have shown that thermal losses (by radiation and
conduction) could not be neglected, since several parts of the pipes, sensors, valves
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are not calorifugated. Moreover, the mass of the metal body of the boiler cannot be
neglected (102 kg).

The energy balance associated with the metal body of the boiler, whose volume is
VMG and density isρMG is given by

ρMGVMGcMG
dTMG

dT
= Q̇PG − Q̇EX ,

where

Q̇PG = KGM (TGV − TMG) .

Q̇EX is the dissipated thermal power to the external world, whosetemperatureTEX

is supposed to be constant. ParametersρMG andcMG depend on the kind of metal
which constitutes the body of the boiler

Q̇EX = KEX (TMG − TEX) .

KGM andKEX are heat exchange coefficients.KGM depends on the lengthlC
of the pipe, of its external and internal diametersDCE andDCL, on the volumic
massρV of the steam, on the thermal conductivity coefficientλV , on the dynamical
viscosityµV , and on the radiation coefficientRAY . KEX depends on the ambiant
atmosphere properties.

Description of the two-phase water-steam mixture. Two possibilities exist for
modelling a two-phase mixture:

1. Write the balance equations for each of the two phases, and write the equations
which model the exchanges between them. However, these equations are not
well known, and this leads to a very huge number of equations.

2. Consider global equations which apply to the two phases simultaneously. This
approach, although not very rigourous, is the only one whichallows to obtain
practical models, particularly because it involves the so-called quality of the
steamX , which represents the ratio between the steam and the water in the
mixture.

In a water-steam mixture, i.e. in the case of saturated steam, temperature and pres-
sure are not independent. The pressurePGV and the steam qualityX are determined
by the following mixture equation











hGV = HGV

MGV
= hV (PGV ) ·X + hL(PGV ) · (1 −X)

νGV = VGV

MGV
= νV (PGV ) ·X + νL(PGV ) · (1 −X),

wherehL(PGV ),hV (PGV ), νL(PGV ) andνV (PGV ) are polynomial thermodynam-
ical fonctions of the pressurePGV , of the specific enthalpiesh and of the massic vol-
umesν of the liquid and of the steam. They are determined (for a given operating
regime) by a least squares optimisation approach from the water-steam equilibrium
tables:



10.4 Supervision of a steam generator 581

hV (PGV ) = −0, 74P 2
GV − 17, 21PGV + 2680

hL(PGV ) = −0, 0243P 4
GV + 0, 8487P 3

GV − 11, 9P 2
GV − 99, 97PGV + 347

νV (PGV ) = −5, 3 · 10−5P 5
GV + 0, 00207P 4

GV − 0, 032P 3
GV

+0, 2498P 2
GV − 1, 03PGV + 2, 166

νL(PGV ) = −3, 59 · 10−7P 3
GV + 1, 2456 · 10−5P 2

GV + 1, 03 · 10−3

This system thus allows to determine the steam qualityX, the pressure in the water-
steam mixturePGV as well as the temperatureTGV using the following thermody-
namical function:

TGV = −0, 4594P 2
GV + 12, 7243PGV + 99, 003.

10.4.3 Design of the diagnostic system

Specifications.Faults can occur in the process itself, or in the sensors and actu-
ators, e.g. as a change in the parameters of some component. The specifications
are intended to list those faults which have to be considered. Each fault is then as-
sociated with one or several equations of the system model, i.e. with variables or
parameters of that model.

The diagnostic system will be associated with given detection and isolation qual-
ity levels, evaluated e.g. by the false alarm and missed-detection probabilities, the
detection delay, the possibility to find out which fault really occured, among the
different possible ones.

The main goal of a steam generator is to deliver a steam flow with given pres-
sure and temperature. The first considered fault is thus associated with the output
steam flow, i.e. with the (partial or total) clogging of the output pipe, which can be
modelled as a change in the pressure drop coefficientKD.

In industrial power plants it is important to completely separate the primary and
the secondary loops. This means that no leakage is allowed. Therefore, the second
considered fault is a leakage in the steam generator. Such a fault will influence the
thermal energyHGV and the massMGV accumulated in the boiler.

The measurements are essential for the control of the process, thus leading to
consider sensor faults{T2, F3, Q4, T5, T6, P7, F10, P11, P12, P14} in our list.

Design of the analytic redundancy relations.The system model can be decom-
posed into two subsets of relations. The behaviour of the process is described by the
relations of the above model (RM ), which obviously concern only letter-indexed
variables. The knowledge available in real time about the behaviour is described
by the relationsRC which are just a way of showing which system variables are
measured.

Behaviour model. From the previous equations, the behaviour model is as follows
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RM1 : TGV = −0, 4594P 2
GV + 12, 7243PGV + 99, 003

RM2 : hGV = hV X + hL (1 −X)

RM3 : νGV = νV X + νL(1 −X)

RM4 : hL = −0, 0243P 4
GV + 0, 8487P 3

GV − 11, 9P 2
GV +

+99, 97PGV + 347

RM5 : hV = −0, 74P 2
GV + 17, 21PGV + 2680

RM6 : νL = −3, 59 · 10−7P 3
GV + 1, 2456 · 10−5P 2

GV + 1, 03 · 10−3

RM7 : νV = −5, 3 · 10−5P 5
GV + 0, 00207P 4

GV − 0, 032P 3
GV

+0, 2498P 2
GV − 1, 03PGV + 2, 166

RM8 : νGV = VGV

MGV

RM9 : hGV = HGV

MGV

RM10 : FV G =
√

KD(zV 2) · (PGV −PV D)PV D

TGV

RM11 : ṀGV = dMGV

dt

RM12 : ṀGV = FAL − FV G

RM13 : ḢGV = dHGV

dt

RM14 : ḢGV = Q̇TH + ḢAL + ĖW − ḢV G − Q̇PG

RM15 : ḢAL = 4200FALTAL

RM16 : ḢV G = FV G.hV

RM17 : Q̇PG = KGM (TGV − TMG)

RM18 : ρMG VMGcMG · ṪMG + TMG (KEX +KGM )

= KGMTGV +KEXTEX

RM19 : ṪMG = dTMG

dt

RM20 : ĖW = VGV ṖGV

RM21 : ṖGV = dPGV

dt

This model is a set of 21 constraints (nonlinear algebraic and differential equations),
which link 25 unknown variables.

From the physical analysis of the process, the state vector is of dimension three.
Two state variables are associated with the accumulation inthe boiler, namely the
thermal energyHGV and the massMGV . The third state variable is associated with
the accumulation of the thermal energy in the metal body of the boiler. It is here
represented by the temperatureTMG.

In general, the initial conditions being unknown, only derivative causality can be
used for the determination of the analytic redundancy relations. However, in this
case, the initial conditions can be derived at each operation of the steam generator.
Indeed, the initial massMGV (0) of the mixture follows from the relation

MGV (0) = VL(0)ρL(0) + VV (0)ρV (0)

= VL(0)ρL(0) + [VGV − VL(0)]ρV (0),
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whereVL(0) is the initial volume of the liquid in the boiler, which is fixed (for a
given pressurePGV (0)) by the reference of the level regulation system (0.146m3

in our application). The volumeVV (0) of the steam then follows fromVGV , the
total volume of the boiler, given by its geometry. The volumic masses of the steam,
ρV (0) and of the liquidρL(0) are determined from the thyermodynamical tables at
pressurePGV (0).

The total initial enthalpy accumulated in the steam generator is then

HGV (0) = MGV (0)hGV (0)

= MGV (0)[hV (0).X(0) + hL(0)(1 −X(0))].

The initial specific enthalpy of the mixture,hGV (0), is determined as a function
of the initial steam quality,X(0) which is computed by

X(0) =
MV (0)

MV (0) +ML(0)
=

MV (0)

MGV (0)

and of the steam –hV (0) – and water –hL(0) – enthalpies, determined from ther-
modynamical tables. The initial temperature of the boiler bodyTMG(0) results from
the differential equationRM18 in static regime, where the initial temperature in the
boilerTGV (0) depends on the saturation pressurePGV (0)

TMG(0) =
KGMTGV (0) +KEXTEX

KGM +KEX
.

Sensors.The constraints associated with the sensors are the following:

RC1 : T2 = TAL (T2, TAL : ◦ C)

RC2 : F3

3600 = FAL (F3 : kg/h, FAL : kg/s)

RC3 : Q4 · 1000 = Q̇TH (Q4 : kW,Q̇TH : W)

RC4 : T5 = TGV (T5, TGV : ◦ C)

RC5 : T6 = TGV (T6, TGV : ◦ C)

RC6 : P7 = PGV (P7, PGV : bar)

RC7 : F10

3600 = FV G (F10 : kg/h, FV G kg/s)

RC8 : P11 = PGV (P11, PGV : bar)

RC9 : P12 = PV D (P12, PV D : bar)

RC10 : P14 = PV D (P14, PV D : bar).

10.4.4 Structural analysis

The structural model is intended to analyse the structural properties of the system
and to provide the means of creating residuals. Once these residuals have been iden-
tified, the behaviour model has to be used to determine the actual functions which
have to be implemented for their real-time computation.
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Fig. 10.52. Incidence matrix of the system structural graph
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Fig. 10.53. Oriented structure graph of the boiler

The incidence matrix of the system structural graph is givenby Fig. 10.53.
The analytic redundancy relations express the compatibility conditions of this sys-

tem of31 equations and25 unknowns. They are exhibited by performing a complete
matching with respect to the unknown variables, as shown on the incidence matrix,
and illustrated by Fig. 10.53. The non-matched constraintsare

NMC = {RM1, RM9, RM10, RC4, RC8, RC10} .
Computing the unknown variables as functions of the known ones by means of the
matching, and then putting the result into the constraints of NMC, one obtains six
relations which link only known variables, i.e. six analytic redundancy relations.
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ARR1. The firstARR (ARR1) results fromRM1, RC5 andRC6, and the asso-
ciated alternated chain is shown on Fig. 10.54.
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Fig. 10.54. ARR1 subgraph

This leads to the following computations:

RM1 ⇒ TGV = −0, 4594P 2
GV + 12, 7243PGV + 99, 003

RC5 : T6 = TGV

RC6 : P7 = PGV .

ReplacingPGV andTGV by their measuresP7 andT6 into expressionRM1, one
obtainsARR1

T6 = −0, 4594P 2
7 + 12, 7243P7 + 99, 003. (10.29)

ARR2. The computation form ofARR2 is:

RM10 ⇒ FV G =

√

KD(zV 2)
(PGV − PV D) · PV D

TGV

RM1 : TGV = −0, 4594P 2
GV + 12, 7243PGV + 99, 003

RC6 : P7 = PGV

RC7 : F10

3600 = FV G

RC9 : P12 = PV D

RM10 ⇒ (3600)2(P7 − P12) ·KD · P12

−0, 4594P 2
7 + 12, 7243P7 + 99, 003

− F 2
10 = 0

r2 = F 2
10 −

(3600)2(P7 − P12) ·KD · P12

−0, 4594P 2
7 + 12, 7243P7 + 99, 003

.

r2 is in kg2/s2, it represents the link between the steam flowFV G, as computed by
PGV , PV D andTGV , andF10, the measured value of this flow. It is represented on
Fig. 10.55.

ARR3. The successive steps for the computation ofARR3 are as follows.

Step 1. From constraintsRC1 −RC10 andRM13 −RM17, an elimination pro-
cedure provides the following expression ofHGV :

H
(1)
GV =

∫

(Q4 + 4200T2F3 −KGM (T5 − TMG) − F10hV (P7)dt) +HGV (0).
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Fig. 10.55. ARR2 subgraph

Step 2. FromRM11 −RM13, RC2 andRC7 the following relation is obtained:

MGV =

∫

(F3 − F10)/3600dt+MGV (0).

Step 3. The expression ofX (taken fromRM3) is obtained usingRM8 and the
above expression ofMGV

X =
0, 175/

(∫

(F3 − F10)/3600dt+MGV (0)
)

− νL(P7)

νV (P7) − νL(P7)
.

Step 4. Another expression ofHGV is obtained by substitution, replacingX and
MGV by their respective expressions in constraintRM9:

H
(2)
GV =

[(

0,175/
(∫

(F3−F10)/3600dt+MGV (0)
)

−νL(P7)

νV (P7)−νL(P7)
· (hV (P7) − hL(P7))

)

+hL(P7)] ·
(∫

(F3 − F10)/3600dt+MGV (0)
)

.

The residual is then

r3 = H
(2)
GV −H

(1)
GV

r3 =

[(

0, 175/
(∫

(F3 − F10)/3600dt+MGV (0)
)

− νL(P7)

νV (P7) − νL(P7)

· (hV (P7) − hL(P7))
)

+ hL(P7)
]

·
(∫

(F3 − F10)/3600dt+MGV (0)

)
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−
(∫

(Q4 + 4200T2F3 −KGM (T5 − TMG) − F10hV (P7))dt+HGV (0)

)

.

r3 is an energy (in J) whose structure is shown on Fig. 10.56.
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Some remarks onARR3 follow.

Remark 10.1 Homogeneity
For clarity, there is no coefficient in this expression to insure its homogeneity. In fact, the
flows should be in kg/s while the sensorsF3 andF10 provide measurements in kg/h. The
energy should be in J while sensorQ4 provides measurements in kJ. Besides,hV (P7) and
hL(P7) must be in J/kg.⊓⊔

Remark 10.2 Complexity
The computation form of this residual makes use of many constraints. This follows from the
fact that many variables cannot be measured (enthalpy, volumic mass, energy, quality of the
steam).⊓⊔
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ARRs 4, 5 and 6. The three last ARRs are associated with hardware redundancy,
since several sensors are measuring the same system variables.

SensorsT5 andT6 are both located in the boiler, butT6 is slightly higher than
T5 and thus it measures the temperature of the steam. Under the hypothesis that the
mixture is really homogeneous, both sensors should providethe same value

r4 = T5 − T6.

SensorP7 is located in the boiler while sensorP11 is located at the output. Neglect-
ing the pressure drop in the (small) pipe, both should provide the same value

r5 = P7 − P11.

SensorsP12 andP14 are both located before the two parallel modulating valves at
the beginning of the depressurisation circuit

r6 = P12 − P14.

10.4.5 Fault signatures

Remember that the signature of a fault is the subset of the redundancy relations
which are influenced by the fault. The faults to be detected and isolated are faults in
the sensors{T5, T6, P7, P11, P12, P14, F10} and in{MGV ,KD}. For the system of
6 redundancy relations, the resulting signature table is given in Table 10.12.

Table 10.12 Fault signatures

ր T2 F3 Q4 T5 T6 P7 F10 P11 P12 P14 KD MGV

r1 1 1

r2 1 1 1 1

r3 1 1 1 1 1 1 1

r4 1 1

r5 1 1

r6 1 1

All twelve column vectors are different from zero, and thus all faults are detectable.
Note that faults on sensorsT2, F3 andQ4 which were not in the specifications,
can also be detected (it will be seen below that this is not exactly true, the actual
sensitivity being too low). The physical interpretation ofthe theoretical signatures
is as follows:

• Residualr1 links the temperatureTGV and the pressurePGV of the steam-water
mixture. A clogging or a leakage should not act on this residual.

• Residualr2 links the steam massic flowFV G, the output pressurePV D, the
pressure in the boilerPGV , and the temperatureTGV . A clogging should show
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through this residual since coefficientKD is explicitely present in the computa-
tion form.

• Residualr3 links the different energies exchanged. It should be sensitive to a
water leak becauseMGV appears explicitely in its expression.

• Residualsr4, r5, andr6 express hardware redundancy and thus are sensitive to
the faults in the associated sensors. They should be independent of the clogging
or the leakage faults.

Note that it is always possible to obtain newARRs by combining the existing
ones. This can be done by substituting one variable in a relation by its expression
obtained from another relation. For example, a new residualr7 can be created from
r1 andr5 by eliminatingP7 and, therefore,r7 would only depend onT6 andP11.

The decision procedure now works as follows:

1. First compute the residuals and check whether they are or not different from
zero (residuals being stochastic variables, this calls forhypotheses testing of
change point detection algorithms).

2. Construct the system signature by putting a zero for everyzero residual and
a 1 for every non-zero residual, and compare the system signature with the
theoretical ones given by Table 10.12.

Of course, since decision errors are always possible, the system signature might
be different from any theoretical signature in the table. Inthat case, the nearest one
is in general taken. Thus, the detection and isolation procedure will be less sensitive
to errors as the distances between the theoretical signature is larger. Table 10.13
gives the Hamming distances between the 12 theoretical signatures.

It can be noticed that the distance between the signatures associated withT2, F3, Q4

andMGV is zero. This means that any of these faults has the same signature, and
thus, it is impossible to isolate which one has occured. Namely, a fault of one of the
three sensors canot be distinguished from a leakage in the boiler.

Table 10.13 Hamming distances

ր T2 F3 Q4 T5 T6 P7 F10 P11 P12 P14 KD MGV

T2 0 0 0 2 2 3 1 1 3 2 2 0
F3 0 0 2 2 3 1 1 3 2 2 0
Q4 0 2 2 3 1 1 3 2 2 0
T5 0 2 5 3 2 3 2 2 2
T6 0 3 3 4 5 4 4 2
P7 0 2 3 4 5 3 3
F10 0 3 2 3 1 1
P11 0 3 2 2 1
P12 0 1 1 3
P14 0 2 2
KD 0 2
MGV 0
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10.4.6 Experimental results

Normal operation. In normal operation, the residuals should be zero in the ideal
case (no modelling error, no uncertainties, no measurementnoise). This is not the
case, since modelling errors and noises are really present.However, taking into ac-
count the relative values of the residuals with respect to the corresponding signals
shows that the precision is not bad, as illustrated now for residualr3, whose be-
haviour in normal operation is shown by Fig. 10.57.
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Fig. 10.57. Residualr3 in normal operation

This residual expresses the difference between the two available ways of com-
putingHGV . Table 10.14 gives the normalised values ofr3 (%). It is seen that this
residual, although nonzero in normal operation, can still be used, since its aver-
age value

(

2, 58 · 103 J
)

is very small with respect to the average value ofHGV ,
(

7, 195 J
)

, the ratio being0, 36%.

Table 10.14 Residualr3 analysis

Percentage with
Residualr3 value

respect toHGV

Average value 2, 5842 · 103 0, 36

Standard deviation 833, 0997 0, 12

Maximum value 5, 033 · 103 0, 70

Minimum value 874, 9006 0, 12

10.4.7 Fault scenarios

Sensor faults.Sensor faults are created by adding a15% extra signal to their output
on the time window [75 s, 150 s]. T2, F3 andQ4 act only on residualr3 but this one
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does not react. The reason is that although it is structurally sensitive to the faults, its
actual (numerical) sensitivity is much too low (the energy associated with the faults
is neglectible with respect to the energy of the generator).T5 andT6 are present
in residualsr1, r3 andr4. r3 does not react to these faults, for the same reason as
already explained. Butr1 andr4 are really sensitive as shown by Fig. 10.58.
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Fig. 10.58. Residualr1 with +15 % on sensorT6 (left) and residual
r4 with +415 % on sensorT5 (right)

Faults on sensorsP7 andP11 affect residualsr1, r2 andr3. Experimental results
are given on Fig. 10.59 and 10.60.
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Fig. 10.59. Residualr1 with +15 % onP7

It is seen that the sensitivity ofr3 to P7 is real, and thus it reacts to the fault.
Similarly, residualsr2 et r3 are really sensitive to faults of sensorF10 and residuals
r2 , r6 are really senstive to faults ofP12 andP14.

Thus, all sensor faults can be detected since at least one residual is really senstivie
to each of them.



10.4 Supervision of a steam generator 593

5

1 0

x  1 0 - 4  k g / s 2

0

T i m e  ( s e c o n d )

- 5

2 0

1 0 05 00 1 5 0

1 5

(a)

1

2

x  1 0 4  J o u l e s

0

T i m e  ( s e c o n d )

- 1

4

1 0 05 00 1 5 0

3

(b)

Fig. 10.60. Residualr2 (left) andr3 (right) with 15% onP7

Process faults. Two experiments are made with the faulty process: the clogging
of the output valve (between time60 s and100 s), and a water leakage in the boiler
(only for 3 seconds, from time125 s to 128 s, since the experiment is very danger-
ous).

As expected, residualr1 is not sensitive to any of these faults. Residualr2 is
sensitive only to the clogging (Fig. 10.61) because it is associated with the steam
flow FV G (measured byF10) which is not affected by the fault in the considered
operating conditions (the boiler still contains water enough).
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Fig. 10.61. Residualr2 clogging of the output pipe

Residualr3 (Fig. 10.62) is only senstive to the leak. The physical interpretation
is that since the level regulator tries to compensate the leak, the boiler fills up with
more cold water, hence creating a change in its energetic content.

Residualsr4, r5 andr6 confirm their insensitivity to the clogging and to the leak.
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Fig. 10.62. Residualr3 leak in the boiler

10.4.8 Evaluation of the experimental results

In spite of the simplifications, the model of the steam generator is quite good, as
shown by the fact that in normal operation, the residuals arepractically zero.

Structural analysis has been applied to design the fault diagnostic system, and has
provided residuals which detect and isolate the faults given in the specifications.
The consistency between the expected behaviour of the residuals and their actual
behaviour has been experimentally shown.

The decision procedure which has been applied is rather simple: The residuals
have been compared with a threshold equal to 3 times the standard deviation under
the normal operation hypothesis. It has not been necessary to develop more sophis-
ticated approaches, since the results obtained in the nominal operating regime (6-8
bars) are quite satisfactory: For all the experiments whichhave been performed, the
false alarm and the missed-detection rates were zero.

10.5 Fault-tolerant electrical steering of warehouse trucks

This case study deals with electrical steering, a combined hardware-software-
control problem that shows how the methods from the theory chapters are applied
to this type of embedded system. Being critical to the safetyof vehicles, the steer-
ing system of a vehicle is required to maintain the vehicles ability to steer until it
is brought to halt, should a fault occur. With electrical steering becoming a cost-
effective candidate for electrical powered vehicles, a fault-tolerant architecture is
needed that meets this requirement. This case study treats the fault-tolerance prop-
erties of an electrical steering system. It presents a novelfault-tolerant architecture
where a dedicated AC-motor design was used in conjunction with cheap voltage
measurements to ensure detection of all relevant faults in the steering system. The
study shows how active control reconfiguration can accommodate all critical faults.
The fault-tolerant steering system was implemented on the hardware of a warehouse
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truck and validations were made with hardware-in-the-looptests, demonstrating di-
agnosis of all critical faults and ability to obtain the required fault-tolerant capabili-
ties.

10.5.1 Introduction

A steering system for a vehicle on public road is required to maintain its ability
to steer until it can be brought to halt, irrespective of any single fault in the steer-
ing system. With electrical steering becoming a cost-effective candidate for steering
of electrical powered vehicles, system architecture and underlying interfaces, signal
processing and control methods need be dedicated to meet this fundamental require-
ment.

Fail-operational systems that are able to continue operation with unchanged per-
formance irrespective of any defect within the system itself are common in critical
applications such as airplane control. Implemented with triple redundancy or more,
these systems are, however, prohibitive for commercial markets. In order to achieve
low-cost solutions, ideas from fault-tolerant control could be useful since we could
accept degraded performance after a fault has occurred, if the vehicle is still able to
be steered until it can be brought to a halt.

This case study suggests a fault-tolerant solution for an electrical steering system,
discusses how hardware, software and system functionalityshould be addressed and
presents a fault-tolerant architecture that enables a cheap solution that meets the re-
quirement of authorities for driving on public roads. Analysing the architecture of
a steering-by-wire system it is considered how duplicated actuator motors could be
avoided. Using the AC motor star-point measurement, the study shows how diag-
nosis is obtained for all critical single-fault cases in thesystem. Finally, an extract
of systematic tests of hardware and software faults are included as validation of
the fault-tolerance abilities of electrical steering system. Hardware in the loop tests
were made as validation using the hardware platform from a warehouse truck to
document real performance.

10.5.2 Electrical Steering

The architecture of a basic electrical steering system for vehicles is shown in
Fig. 10.63. The double-arrows indicate that connected sub-systems affect each other.
The steering system contains a steering input system, a computer, a drive system, an
induction motor, mechanical link to steering wheel(s), anda battery power supply.
The user command comes from a steering-wheel or a joy-stick.The steering input
system is a hardware component, which transforms the mechanical input to a refer-
ence steering signal for the computer. A control algorithm in the computer generates
the actual control command to the drive system, and the drivesystem converts the
voltage of the power supply into a three phase voltage signalfor the induction motor.
The motor is mechanically linked to the wheel(s) of the vehicle.



596 10. Application examples

I n t e r f a c e C P U
G a t e  

d r i v e r
I G B Ts e n s o r

s e n s o r

M o t o r

B a t t e r y  +  p o w e r  s u p p l y

R o d  t o  s t e e r i n g  

w h e e l ( s )

I n p u t  c o m m a n d

Fig. 10.63. A basic electrical steering system

For warehouse trucks and similar commercial applications,a steering system is
needed that is low-cost and fault-tolerant. A basic electric steering system is shown
in Fig. 10.63. It is potentially low-cost but is not fault-tolerant. To develop a low-
cost and fault-tolerant steering system, all subsystems and their interactions need be
carefully considered. With this purpose, it is useful to separate into three subsys-
tems. One is the power supply, the second is the steering input system, the third is
the wheel drive actuator, comprising computer, drive electronics, induction motor,
wheel, and sensors. This case study considers the latter.

Actuator and sensor system.Fig. 10.64 shows wheel drive actuator system. The
drive consists of an inverter and a gate-driver. PWM-signalsare calculated by the
computer and forwarded to the gate-driver that opens and closes the semiconduc-
tor switches (IGBT). The power electronics converts the battery supply voltage to
a switched three phase voltage which is applied to the induction motor. Potentially,
such system could contain a number of different sensors. However, for the ware-
house truck and other low-cost applications, it is possibleto use a control principle
which uses only the average currentiDC for feedback. Figure 10.64 shows three
sensors: the wheel demandVw, current consumed by the power stageiDC and the
stator’a star point voltage of the motor,Vst.

Critical faults. It is possible to identify a large number of possible faults in the
drive system and the induction motor, however, not all faults are relevant. For the
warehouse truck, safety is the key issue, and faults that need to be considered are
those that have implications on safety.

The steering system for a warehouse truck is as a relative low-torque/low-power
application and in such applications, regulations by public authorities list mechani-
cal components which are unlikely to fail if their design follow given standards. For
example, breakage of the rotor shaft and breakage of the ironbars in the rotor belong
to this category. In contrast, motor bearings become worn and will fail eventually.

All electronic components need to be considered prone to failure. This includes
the DC link sensor (theiDC signal), the computer with analog interface and the
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Fig. 10.64. Basic wheel drive system

inverter electronics. The inverter contains gate-driver and the power switches. Each
power switch can either be short circuited or be open circuited (disconnected).

Electrical components include harness and induction motor. In the motor, stator
windings are subject to be disconnected or short circuited,an internal turn winding
short circuit could occur. In the harness or in the motor, a phase could be discon-
nected (open phase fault). A phase could be short-circuitedto chassis but such fail-
ure is dealt with by intrinsic design using well establishedtechniques with double-
insulation.

Component failures that would cause loss of steering capability with the basic
architecture of the electrical steering system are listed in Table 10.1.

Table 10.1.Critical component failures

Subsystem Component Failure No.

Drive Gate driver Malfunction f1
Power switch Short circuit f2
Power switch Fail open f3

Motor Winding Open phase f4
Winding Turn short f5
Harness Open phase f6
Harness Phase to chassis f7
Bearing Stuck f8

Sensor DC link Malfunction f9
Power Harness Power loss f0



598 10. Application examples

10.5.3 System architecture

The requirement of maintaining ability to steer the vehicleuntil it can be brought
to a halt has some straightforward implications on the architecture of the electrical
steering system,

• No single failure of a component may prevent adequate steering ability
• The system shall bypass a faulty component to continue operation or override the

effects of a faulty component
• If an actuator fault is present, parallel action should haveenough control authority

to override the effects of the fault

While good case by case engineering designs could be achievedfrom such immedi-
ate observations, a systematic and rigorous analysis offerimportant benefits. One is
to assure that any component discrepancy from normal is covered by an analysis of
fault propagation and the consequences of component failure. Another is a provable
correct deduction of fault propagation from basic assumptions is a valuable tool in
the quality assurance and systematic validation of a design. The algebraic approach
to fault propagation analysis, with the extension to generic component representa-
tions provide a useful method for a systematic design.

Component-based analysis.The analysis presented here is based on services of-
fered by components in normal or faulty modes, and the impactthe architecture
has on the service available from the entire electrical steering system. A complete
fault-propagation analysis was carried out in [254].

Subsystem behaviours.The system breakdown in Fig. 10.63 showed the system
components and their interaction. With notation for signals shown in Table 10.3,
behaviours in normal mode between input and output signals are listed in Table 10.2.
The serviceS(k) offered by a componentk is to deliver an output, according to
the specified behaviourS(k)(c

(v)
k ) wherev ∈ {n, d1, d2, .., o} is a version of the

service that follows from the condition of the component (normal, reduced1,..,none).
If a component has an internal failure, a version of the service may be available
with degraded performanceS(k)(c

(d)
k ) or the service may not be available at all

S(k)(c
(d)
k ).

System service. The steering service obtained for the system as an entirety is a
function of the component architectureA and the version vectorv for the present
condition of components. Withm components, the set of available behaviours will
beCv = (c

v(1)
1 , c

v(2)
2 , ..., c

v(m)
m ), and the overall system service isS(s)(A, cv(i)

i ) =
A(S(i)), i = 1, ...,m. With a single string architecture as Fig. 10.64, we obtain
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Table 10.2.Component services and behaviours

Component In Out Behaviour

Reference uref Tdem Tdem = cr(uref)

Computer Tdem dcom dcom = cc(Tdem)

AC drive ucom us us = cd(dcom)

Motor us Tm,is Tm = cmT (us, is, ωs)

is = cmi(us, Tm, ωs)

i-sensor im idc im = idc

Power Vbat Vbus Vbus = const.

Table 10.3.Notation

Variable Explanation

uref Driver’s input command
Qdem Torque demand
ucom Command to inverter
us; ur Stator (rotor) voltage
is; ir Stator (rotor) current
ψs; ψr Stator (rotor) magnetic flux linkage
φ, θ Angles stator and rotor fields
Tm Motor torque
ωm Motor-shaft angular velocity
φm Motor-shaft angle
idc Average motor current
im Measured average motor current
un Starpoint voltage
Vbus Battery voltage
Vbus Bus voltage

S
(s)
single = Sw ∧ Sp ∧ Sm ∧ Sd ∧ Si ∧ Sc ∧ Sy, (10.30)

where superscriptw indicates wheel,p is power supply,m is motor,d is drive,i is
current sensor,c is computer andu is voltage sensor.

An alternative could be a hardware configuration with two parallel totally redun-
dant lines with only the wheel in common,

S
(s)
rhw = Sw ∧

((

Sp1 ∧ Sm1 ∧ Sd1 ∧ Si1 ∧ Sc1 ∧ Sy1
)

∨
(

Sp2 ∧ Sm2 ∧ Sd2 ∧ Si2 ∧ Sc2 ∧ Sy2
))

(10.31)

This solution is expensive as it requires two motors. Two motors would be allowed
to drive a common shaft if it is proved that a healthy motor will be able to have
control authority over a faulty one. A cost effective solution would be one single
motor that could use dual windings on the stator and divide the power drive output
stages between the windings. With such solution, both winding sets and inverter
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stages would be used in normal operation while, in case of failure in one stator,
the motor would be driven with up to half of maximal (nominal)torque. The fault-
tolerant architecture shown in Fig. 10.65 is based on this idea. It was a prerequisite
for this solution that the rotor bars of the AC motor are not prone to failure. Present
(2006) standards allow a common rotor provided design rulesare adhered to, just
as is the case of the common rod from the motor to the steering wheel, which is
assumed unlikely to fail provided standard design rules arefollowed.
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Fig. 10.65. An architecture for fault-tolerant electrical steering

The service at system level is

S
(s)
ftc = Sw ∧ Smd ∧

(

Sp1 ∨ Sp2
)

∧
(

Si1 ∨ Si2
)

(10.32)

∧
((

Sc1 ∧ Sd1 ∧ Sy1
)

∨
(

Sc2 ∧ Sd2 ∧ Sy2
))

The paradigm in this architecture is that component failures should be detectable
and faulty components be bypassed by controlling the signalflow in the software of
the system. Using a motor with dual windings requires
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• No critical failure in the motor must prevent the development of torque in the
non-faulty part.

• A motor bearing fault should be detected before it can turn into a failure that
makes the motor shaft unable to turn.

Dual stator AC motor. An AC motor with four windings was proposed earlier in
the literature. A simpler and more cost effective solution is to remain with a three
phase drive systems since mass produced power stages for inverters (IGBT devices)
are available for the six transistor switch bridge sets usedby 3-phase drives. Hence,
it is worthwhile to investigate AC motor properties for motors with duplicated stator
windings. A layout of a dual stator AC motor is shown in Fig. 10.66. A scrutiny of
parameters in the dual winding motor showed that one physical motor with dual
windings give fault-tolerance properties quite equivalent to two independent motors
on a common shaft. The key issue is that the mutual inductanceMss is not so large
that a short circuit on one winding will prevent the motor from turning using the
other winding for control.

Fig. 10.66. AC motor with dual stator windings (by courtesy of J. S.
Thomsen)

Requirements to fault detection and accommodation.The fault-tolerant architec-
ture includes two actuators in parallel consisting of drivesystem and stator wind-
ings. In normal operation both actuators are active and co-operate to rotate the wheel
according to control input. If a fault should occur in one of the two actuators it must
be detected and accommodated to achieve fault tolerance. All critical faults which
are not handled by design as described in Section 10.5.3 mustbe detected and ac-
commodated. This includes faultsf1, f2, f3, f4, f5, andf9, in Table 10.1.

It can be expected that faults in the drive system will propagate to have an effect in
the stator windings. Several methods exists for detecting faults in stator windings.
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Utilizing a star point sensor is advantageous for a low-costsolution as only two
voltage measurements are needed.

Coverage. The paradigm in this architecture is that faults can be detected and fault
handling be successfully achieved to bypass malfunctioning components. In theory,
the probability of making a successful detection and systemreconfiguration (cover-
age), is not 100%, but it will be shown in the experimental section that for all faults,
which impair steering performance, faults can indeed be detected, isolated and the
system be reconfigured.

In the following, we focus the discussion to power drive and actuator and limit
the treatment to the critical faults, noting that diagnosisof motor bearing wear is not
pursued in this context.

10.5.4 Structural analysis

The analysis of structure comprises the elements: formulating constraints, providing
a matching on the unknown variables, determine measurements in which all critical
faults are detectable and faulty parts are isolable such that correct reconfiguration
can be made.

Constraints for the dual stator AC motor. The behaviours of the dual stator AC
motor are available through a small extension to the theory for usual electrical mo-
tors, by taking account of the mutual inductions within the dual winding motor.
Let the terminal voltage beut = (ut1 ut2 ut3)

′, the current in a stator winding
is = (is1 is2 is3)

′ and current in the rotorir = (ir1 ir2 ir3)
′. The flux in a stator is

similarly the vectorψs and the flux through the rotor isψr. Parameters areR for re-
sistance,L for inductance,M for mutual inductance,θ for electrical angle between
stator 1 and rotor,β the electrical offset angle between two stators andN(3,3)(φ) a
rotation matrix used to express the rotor-stator flux interaction,

N(φ) =







cos(φ) cos(φ+ 2π
3 ) cos(φ+ 4π

3 )

cos(φ+ 4π
3 ) cos(φ) cos(φ+ 2π

3 )

cos(φ+ 2π
3 ) cos(φ+ 4π

3 ) cos(φ)







For later use, note that the sum of elements in a column ofN(φ) is zero,
∑3

k=1 Nkj(φ) = cos(φ) + cos(φ+ 2π
3 ) + cos(φ+ 4π

3 ) = 0. (10.33)

The basic electrical equations for the dual winding AC motorare
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c1 : u
(1)
t = u

(1)
n +Rsi

(1)
s + d

dt

(

ψ
(1)
s

)

;

c2 : u
(2)
t = u

(2)
n +Rsi

(2)
s + d

dt

(

ψ
(2)
s

)

;

c3 : 0 = Rrir + d
dt (ψr)

c4 : ψ
(1)
s = Lsi

(1)
s +MsrN(θ)ir +MssN(−β)i

(2)
s

c5 : ψ
(2)
s = Lsi

(2)
s +MsrN(θ + β)ir +MssN(β)i

(1)
s

c6 : ψr = Lrir +MsrN
′(θ)i(1)s +MsrN

′(θ − β)i
(2)
s

c7 : 0 =
∑3

k=1 i
(1)
sk

c8 : 0 =
∑3

k=1 i
(2)
sk

c9 : 0 =
∑3

k=1 irk

(10.34)

whereu
(1)
t andu

(2)
t are the terminal voltage vectors applied on the two stator wind-

ings.
The mechanical variables are the angleθ and the angular velocityω, motor torque

Tm and load torqueTl. Total inertia referred to the motor shaft isIt. The torque
balance of the motor then gives

c10 : Tm =
(

i
(1)
s

)′ ∂
∂θ (Msr(θ)) ir

+
(

i
(2)
s

)′ ∂
∂θ (Msr(θ − β)) ir

c11 : d
dt (Itω) = Tm − Tl

d1 : ω = d
dt (θ)

(10.35)

Without loss of generality, several differential constraints have been written im-
plicitly in Equations (10.34) and (10.35) to limit the size of the incidence matrix.

The sets of unknown variablesXm and known variablesKm in Equations (10.34)
and (10.35) are

Xm = {u(1)
n , u

(2)
n , i

(1)
s , i

(2)
s , ir, ψ

(1)
s , ψ

(2)
s , ψr, θ, ω, Tm, Tl}

Km = {u(1)
t ,u

(2)
t }.

(10.36)

Viewing Eq. (10.36) as scalar variables, there are24 unknown and6 known
scalar variables. There are24 scalar constraints comprised in Equations (10.34) and
(10.35). Hence, the system is under-constrained or just constrained onXm.

The structure graphSm is shown in the incidence matrix where each of the vector
constraints have been split into their scalar partsa, b and c respectively, and the
columns refer to the scalar variables in the setXm.
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exam
ples

u
(1)
n u

(2)
n i

(1)
s1 i

(1)
s2 i

(1)
s3 i

(2)
s1 i

(2)
s2 i

(2)
s3 ir1 ir2 ir3 ψ

(1)
s1 ψ

(1)
s2 ψ

(1)
s3 ψ

(2)
s1 ψ

(2)
s2 ψ

(2)
s3 ψr1 ψr2 ψr3 θ ω Tm Tl u

(1)
ta u

(1)
tb u

(1)
tc u

(2)
ta u

(2)
tb u

(3)
tb

c1a 1 0 1© 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
c1b 1 0 0 1© 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
c1c 1© 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
c2a 0 1 0 0 0 1© 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
c2b 0 1 0 0 0 0 1© 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
c2c 0 1© 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
c3a 0 0 0 0 0 0 0 0 1© 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
c3b 0 0 0 0 0 0 0 0 0 1© 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
c3c 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1© 0 0 0 0 0 0 0 0 0 0
c4a 0 0 1 0 0 1 1 1 1 1 1 1© 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
c4b 0 0 0 1 0 1 1 1 1 1 1 0 1© 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
c4c 0 0 0 0 1 1 1 1 1 1 1 0 0 1© 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
c5a 0 0 1 1 1 1 0 0 1 1 1 0 0 0 1© 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
c5b 0 0 1 1 1 0 1 0 1 1 1 0 0 0 0 1© 0 0 0 0 1 0 0 0 0 0 0 0 0 0
c5c 0 0 1 1 1 0 0 1 1 1 1 0 0 0 0 0 1© 0 0 0 1 0 0 0 0 0 0 0 0 0
c6a 0 0 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 1© 0 0 1 0 0 0 0 0 0 0 0 0
c6b 0 0 1 1 1 1 1 1 0 1 0 0 0 0 0 0 0 0 1© 0 1 0 0 0 0 0 0 0 0 0
c6c 0 0 1 1 1 1 1 1 0 0 1 0 0 0 0 0 0 0 0 1 1© 0 0 0 0 0 0 0 0 0
c7 0 0 1 1 1© 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
c8 0 0 0 0 0 1 1 1© 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
c9 0 0 0 0 0 0 0 0 1 1 1© 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
c10 0 0 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 1 0 1© 0 0 0 0 0 0 0
c11 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1© 0 0 0 0 0 0
d4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 x 1© 0 0 0 0 0 0 0 0
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A complete matching onXm is marked in the incidence matrix by1©. The match-
ing is also complete onCm so driven by the terminal voltages on the two windings,
and with unknown load torque, this system is just constrained. The matching could
not be found using the simple ranking algorithm due to the closed loops in this
graph. The more general algorithms had to be employed.

The existence of a complete matching knowing the terminal voltages on the motor,
but not the mechanical load torque, shows that the motor willenter an equilibrium
state where motor torque outbalance the load torque. Currents and fluxes within the
motor are determined by the solution to the set of nonlinear equations in Equations
(10.34) and (10.35). The existence of a symbolic or numeric solution can not be
determined from the structure graph alone since the loops inthe structure graph
comprise nonlinear elements. A scrutiny in electrical machines shows, however,
that a solution does exist, which is indeed expected from similarity of this motor
with single stator AC motors.

Assured that the solution does exist, it timely to consider which sensors should be
made available to meet the fault-tolerance requirements.

Measurements on the motor. Several signals could be monitored in the AC mo-
tor and the connected components. From a cost perspective, high-frequency (i.e.
20-200 kHz) pulse width modulated (PWM) voltage signals are difficult and ex-
pensive to monitor. In contrast, voltages without high-frequency contents are easily
and inexpensively converted to digital signals. Measurement of high currents is cer-
tainly possible but require expensive transducers when thecurrents are above the
5-10 A range. Sinceut is high frequency chopped (PWM) and the 6 components of
the vector valued currentsi(1)s , i(2)s belong to the high current category, the preferred
monitoring possibility for the AC motor are the two star point voltagesv(1)

n andv(2)
n .

Choosing the star-point voltages as measurements means to add two constraints,

m1 : u
(1)
nm = u

(1)
n

m2 : u
(2)
nm = u

(2)
n

(10.37)

Star point voltage. With u
(1)
n andu(1)

n related to voltage and current in the two
stators, constraintsc1 to c2 in Eq. (10.34), consider summation of thea, b andc
components for each stator. For brevity, we use the notation

3
∑

k=1

u
(1)
tk :=

∑

3

u
(1)
t .

Then
∑

3

u
(1)
t = 3u(1)

n + Ls

∑

3

i(1)s +
d

dt

∑

3

ψ(1)
s (10.38)

and
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∑

3

ψ
(1)
tk = Ls

∑

3

i(1)s +Msr

∑

3

(N(θ)ir)

+ Mss

∑

3

(N(θ − β)i(2)s )

Since

∑

3

N(θ)ir =

3
∑

k=1

Nk1(θ)ir1 +

3
∑

k=1

Nk2(θ)ir2 +

3
∑

k=1

Nk3(θ)ir3

= 0 · ir
and

∑

3

i(1)s = 0,

Eq. (10.38) is reduced to

0 = 3u(1)
n −

∑

3

u
(1)
t , (10.39)

and a similar result is obtained for stator2.
This shows that with a symmetric voltage vector applied at the terminals , i.e.

∑

3 ut = 0, the star point voltage is zero when the system acts according to its
normal behaviour.

Structural detectability in star-point residuals. Adding the two measured star-
point voltages as known variables and the associated constraints from Eq. (10.37)
to the structure graph, these two constraints remain unmatched and are hence parity
relations, that are used for residual generation. Backtracking through the matching
disclose how violation of constraints are detectable in thetwo residuals,

r1(t) = 3u(1)
n (t) −

∑

3

u
(1)
t (t) (10.40)

r2(t) = 3u(2)
n (t) −

∑

3

u
(2)
t (t),

The result is that from the star-point measurements, violation of any constraint in
Equations (10.34) and (10.35) are detectable in both of the residuals of Eq. (10.40).

Structural isolability is not achieved for any violation ofthe primary constraints
because both residuals depend structurally on the entire set of the basic constraints.
This does not necessary mean that (not structural) isolation is impossible. In order
to scrutinize the properties of the residuals in Eq. (10.40).

Extension to other components.So far, only the dual stator AC motor was treated.
It remains to formulate the constraints for the remaining components of the electrical
steering system.
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Each of the power stages (power drives) receive a voltage commanducmd from
the microprocessor and deliver the PWM signalut to the motor. The power con-
sumption of the drive isPd and power delivered to a stator isPs with an efficiency
ηd. Then,(j = 1, 2)

pd1j : u
(j)
t = u

(j)
cmd

pd2j : P
(j)
d = (i

(j)
dc )Vbus (10.41)

pd3j : ηdP
j
d = P j

s

whereidc is the current drawn by the power stage from the DC voltage supply.
For each of the micro processors(j = 1, 2),

mp1j : u
j
cmd = cc(u

(j)
rm)

mp2j : u
(j1)
nm = u(1)

n

mp3j : u
(j2)
nm = u(2)

n (10.42)

mp4j : i
(j1)
m = i

(1)
dc

mp5j : i
(j2)
m = i

(2)
dc

mp6j : u
(j)
rm = uref

where constraintmp2 shows that the physical measurement of the star point voltage
is done by the microprocessor unit. Similarly, it is the microprocessor that mea-
sures commanduref and current consumptionim for each of the power stages. The
processor outputs the command voltageucmd. The measurements of are conducted
such that microprocessor associated with the stator (1) line has information about the
measurements from the stator (2) line. The cross-measurements are not necessarily
analog interface but could be implemented using data-bus communication between
the microprocessors, however with a penalty in isolabilityof faults in interface or
sensors.

Having introduced power consumption in the constraints, werevert to the mo-
tor equations and express the power balance of the motor using already available
variables,

c12 : P
(1)
s = (i(1)s )′u(1)

s

c13 : P
(2)
s = (i(2)s )′u(2)

s

c14 : Pm = ηm

(

P (1)
s + P (1)

s − P0

)

(10.43)

c15 : Pm = Tmω

whereηm is a known motor efficiency andP0 the magnetization loss, which is also
known from motor data.

Matching the structure graph resulting from constraints inEquations (10.41),
(10.42) and (10.43) leads to further parity relations that makes it possible to iso-
late faults in either of the computer units, and in each of thecombination of drive
and stator blocks. The structural analysis that gives theseresults is straight forward.
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10.5.5 Analytical properties of residuals

Continuing with the next level of detail in the design, we nowanalyze the properties
of the analytical parity relations found in the structural analysis. Isolability of faults
to one or the other of the stator feed lines (computer - power stage - stator) is the
key issue and weak and strong detectability are of faults areessential in this respect.

Star-point residuals. Reverting tor1(t) from Eq. (10.40),

r1(t) = 3u(1)
n (t) −

∑

3

u
(1)
t (t),

= Rs

∑

3

i
(1)
s +

∑

3

d

dt

(

ψ(1)
s

)

=
∑

3

Rsi
(1)
s + ω

∑

3

Msr
∂N(θ)

∂θ
ir +

∑

3

Ls
d

dt
(i(1)s ) (10.44)

+
∑

3

MsrN(θ)
d

dt
(ir) +

∑

3

MssN(−β)
d

dt
(i(2)s )

and a symmetrical result is obtained forr2(t).
Eq. (10.44) shows that there is strong detectability inr1 of faults in stator 1 and

in the rotor. Faults in faults in stator 2 will be weakly detectable if the resulting
derivatives of currents are symmetrical, i.e. the sum of thecomponents remain zero.
The implication is that stator 2 faults will be weakly detectable or very small inr1.
With the symmetry ofr1 andr2, stator 2 and rotor faults will be strongly detectable
in r2 and stator 1 faults will be weakly detectable.

It it noted that also faults in the stator 1 power electronicswill be strongly de-
tectable as imbalance inut will give rise to imbalance inis.

This is a quite fortunate result as it is possible to obtain a unambiguous diagnostic
result and the remedial reaction to diagnosed faults is clear,

H1(r1) ∧H0(r2) ⇒ disable(1)

H0(r1) ∧H1(r2) ⇒ disable(2)

H1(r1) ∧H1(r2) ⇒ reduce power to motor

It is noted that, according to regulations, by regulatory design of the rotor and the
shaft of an AC motor, rotor defects are considered impossible. If, nonetheless, a rotor
defect should be developing, the total power is reduced to prevent rotor failure.

Change detection from star point residual. With an unbalance, the star point
residual will differ from zero in amplitude. The star point has the fundamental fre-
quency ofut as a dominant component. Detection of changes inr(t) therefore need
be done at the fundamental frequency. Correlation at the fundamental frequency is



10.5 Fault-tolerant electrical steering of warehouse trucks 609

done through correlation over a window ofN samples of the residual, and with
sampling timeTs,

rj(n) =

n
∑

k=n−N

unm(nTs)
(j)e−jωsTsk. (10.45)

Other residuals. With two current measurements representing electrical power to
a drive, additional residuals exist but the load torque on the wheel is unknown and
only one additional redundancy relation can be obtained as areliable measure of
discrepancy within the system. This residual isr3 as measured by CPU 1 andr4 as
measured by CPU2,

r3(t) = i
(1)
m1(t) − i

(2)
m1(t) (10.46)

r4(t) = i
(1)
m2(t) − i

(2)
m2(t)

Isolation in case of a DC link sensor fault is possible from the "passive" residu-
als Eq. (10.46), but certain common mode faults would affectboth residuals, which
would prevent isolation. As the system is part of an fault-tolerant control system,
active isolation can easily be performed. A perturbation signal is added to the com-
mand for each drive and the signature in the current signali

(1)
m andi(2)m will deter-

mine which sensor could be defect.

10.5.6 Fault detection and isolation

The critical faults that need be detected and accommodated in the part of the system
on which we focus, aref1 - f5 andf9 of Table 10.1. The effects of each fault was
investigated and the signature found in the residuals.

f1 → {un balance∨ un unbalance }

f2 → {un unbalance}

f3 → {un unbalance}

f4 → {un unbalance}

f5 → {un unbalance}

f9 → {DC link incorrect value}

(10.47)

f1 is a gate driver malfunction. If a critical fault occurs in the gate-driver it can easily
be assumed that the output signals has no resemblance with valid PWM signals,
except when all signals are logical zero. Some combinationsof signals will enable
a circuit from positive to negative supply, either in the inverter or through the stator.
In both cases one or more power switches would be destroyed. This would result in
stator unbalance similar to an open phase fault. Lack of unbalance only occur in the
situation where all output signals are logical zero. This does not leave a signature
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in the star point signal but the fault is easily identified in the DC link signal, which
will be zero despite a control input is present.f2 is a power switch short circuit.
As destruction of one or more switches can be expected, the voltages applied to the
stator will not be balanced. Likewise unbalanced signals are obtained iff3 (power
switch fail open) orf4 (windings open phase) happen.f5 is an internal turn fault in
the stator. Such fault results in a reduced winding and, thus, an unbalanced stator
is obtained.f9 is a DC link sensor fault. This causes no unbalance in the stator
windings but with two DC link sensors, fault isolation is possible.

Change detection and isolation. In conclusion, mean value or combined mean
value and variance change detection in the two residualsrj(n), and inǫ(n) was able
to detect each of the critical faults. All critical faults were strongly detectable and
application of standard CUSUM methods was straightforward. Isolation was also
possible in all cases with appropriate means.

10.5.7 Experiments

The fault-tolerant architecture in Section 10.5.3 has beenimplemented as a labora-
tory test system using actual hardware. With the test systemit is possible to generate
selected non-destructive faults; a phase wire can be physically disconnected in sys-
tem 1, each transistor in the inverter of system 2 can be disabled, and a part of a
phase winding in a stator can be short circuited. Using the test system it is possible
to experimentally generate faultsf1, f2, f3, f4 andf5, and detection and isolation
was validated.

A number of tests were performed. Three test results (tests 2, 5, and 7) are shown
below. Fig. 10.67 shows the case where a phase is physically disconnected in system
1, in Fig. 10.68 one of the inverter transistors is disabled (open) in system 2, and in
Fig. 10.69 a part of a phase winding in system 1 is short circuited. The tests show
the strong detectability of faults and a time to detect in the0.1-0.3 s range, which is
acceptable.

10.5.8 Evaluation of the results

This industrial case study showed how the systematic approach from component
and system structure could be employed to find the propertiesof the overall fault-
tolerant electrical steering system. It was shows how hardware, software and system
functionality aspects could be combined to obtain system-wide fault-tolerance. Du-
plicated motors were avoided and replaced by one double stator induction motor to
obtain a low-cost yet fault-tolerant solution. Using the ACmotor star-point mea-
surement and a simple measurement of total current to each drive section, the case
showed how correct diagnosis was obtained for all single fault cases, both in the mo-
tor and in associated power electronics. The case considered how defects in power
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Test 2. Motor speed: 1063 RPM. Open phase fault in system 1.
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Fig. 10.67. A phase is physically disconnected in system 1 (by
courtesy of J. S. Thomsen)
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Test 5. Motor speed: 1041 RPM. Transistor T13 fault in system 2.
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Fig. 10.68. An inverter transistor is disabled (open) in system 2 (by
courtesy of J. S. Thomsen)
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Test 7. Motor speed: 1052 RPM. Short circuit fault in system 1.
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Fig. 10.69. A part of a phase winding in system 1 is short circuited (by
courtesy of J. S. Thomsen)

electronics could be detected in time to allow faults to be isolated and how reconfig-
uration could be obtained. Finally, systematic tests of faults imposed on a warehouse
truck platform demonstrated the fault-tolerant abilitiesof the new steering system.

10.6 Summary: Guidelines for the design of fault-tolerant
control

As a summary for further applications, this section treats the architecture for imple-
mentation of autonomous supervision and describes the design process needed to
achieve a fault-tolerant control algorithm in a documentedand reliable way.

10.6.1 Architecture

Autonomous supervision requires development and implementation observing com-
pleteness and correctness qualities. It is important that the design of a supervised
control system follows a modular approach, where each functionality can be de-
signed, implemented, and tested independently of the remaining system. The algo-
rithms that realise the supervisory functionality constitute themselves an increased



10.6 Summary: Guidelines for the design of fault-tolerant control 613

risk for failures in software, so the overall reliability can only be improved if the
supervisory level is absolutely trustworthy.

The design of an autonomous supervisor relies heavily on having an appropriate
architecture that supports clear allocation of methods to different software tasks.
This is crucial for both development and verification. The latter is vital since test of
the supervisor functions in an autonomous control system isa daunting task.

Supervisor. The implementation of a supervisory level onto a control system is
not a trivial task. The architecture shall accommodate the implementation of diverse
functions

• Support of overall coordinated plant control in different phases of the controlled
process; start-up, normal operation, batch processing, event triggered operation
with different control objectives, close-down.

• Support of all use-modes for normal operation and modes of operation in fault-
tolerant control versions of services, for the foreseeablefaults.

• Autonomous monitoring of operational status, control errors, process status and
conditions.

• Fault diagnosis, accommodation and re-configuration as needed. This is done au-
tonomously, with status information to plant-wide coordinated control.

These functions are adequately implemented in a supervisory structure with three
levels in the autonomous controller, and communication to aplant-wide control as
the fourth. The autonomous supervision is composed of levels 2 and 3, taking care
of fault diagnosis, logic for state control and effectors for activation or calculation
of appropriate remedial actions. This is illustrated in Fig. 10.70 that shows:

1. A lower level with input/output and the control loop.
2. A second level with algorithms for fault diagnosis and effectors to fault accom-

modation.
3. A third level with supervisor logic.
4. A fourth layer with plant-wide control and coordination.

The control level is designed and tested in each individual mode that is spec-
ified by different operational phases and different instrumentation configurations.
The miscellaneous controller modes are considered separately and it is left to the
supervisor design to guarantee selection of the correct mode in different situations.

The detectors are signal processing units that observe the system and compares
with the expected system behaviour. An alarm is raised when an anomaly is de-
tected. The effectors execute the remedial actions associated with fault accommo-
dation or reconfiguration.
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Fig. 10.70. Autonomous supervisor comprises fault diagnosis,
supervisor logic and effectors, the latter to carry out the necessary

remedial actions when faults are diagnosed. The upper level is
plant-wide control and operator supervision.

10.6.2 Design procedure

When the level of autonomy becomes high and thereby demands a high level of reli-
able operation, it becomes inherently complex for the designer to cover all possible
situations and guarantee correct and complete operation.

A systematic design strategy will use the analysis of fault propagation and struc-
ture as basic elements to obtain completeness of the analysis and correct operation
of the system when implemented.

Component based analysis.Describe components and their interconnections using
the generic model and fault propagation analysis introduced in Chapter 4. The result
is a list of component related faults/failures that needs tobe handled to avoid high
severity end effects or critical events.

• System breakdown:Make, as the initial step, a top-down breakdown of the sys-
tem into suitable subsystems. Make a further breakdown of subsystems into com-
ponents, of types aggregated or simple.

• Component models:Describe the services of each component, the use-modes
and services associated with each use-mode. List input-output variables associ-
ated with each version of a service. Provide fault description, effects on compo-
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nent output from possible faults and failure and construct the propagation matri-
ces associated with each version of a service.

• Fault propagation: Make a Fault Propagation Analysis of all relevant subsys-
tems and combine into a complete analysis of the controlled system. The end-
effects describe consequences at top level. Re-use any available fault propagation
matrices for components and accumulating knowledge about component failures.

• Severity assessment:Judge top level end-effects for severity. The ones with sig-
nificant influence on control performance, safety or availability are collected in a
list for treatment by the autonomous supervisor.

• Reverse deduction:Make a reverse deduction of fault propagation to locate
faults that would cause any of the severe end-effects, or combinations thereof,
from the list.

• Result: The result is a short-list of faults that should be diagnosedand handled.

Structural analysis. Analyse system structure using the methods given in Chap-
ter 5. The result gives a type of information whether sufficient redundancy is avail-
able in the system to detect and isolate each of the selected faults, and to handle the
faults by a reconfiguration strategy.

• Constraints: Deduce an enumerated list of constraints from the set of models of
the individual components.There may be different sets of constraints associated
with different services.

• Structure graph: Use the set of constraints to formulate the system structure
graph as explained in Chapter 5.

• Matching: Make a complete matching to find a set of unmatched constraints.

• Constraints for residual generation:Use unmatched constraints to provide par-
ity equations for residual generation.

• Ability to diagnose severe faults:For each fault with severe end effects listed in
the fault propagation analysis, verify that the system structure allows the particu-
lar fault to be diagnosed.

• Ability to perform fault handling: For each of the faults from the list, verify
that sufficient redundancy is available in the faulty systemto allow handling of
the fault. For sensor faults investigate structural observability. For actuator faults,
investigate structural controllability. For other faultsvalidate the ability to control
the faulty system.
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Remedial actions.The possible remedial actions are designed in this step. Foreach
of the short-listed faults, the designed must choose to utilise physical redundancy
or analytical redundancy according to the results of the structural analysis. Whether
the original control objectives can be met will not be known at this stage of design.
The following issues need to be dealt with.

• Fault-tolerant control version of service with full perfor mance: If redundant
hardware is available, use this to operate with full performance.

• Fault-tolerant control version of service with degraded performance: Change
to a control scheme that does not require the faulty component or can compen-
sate the fault by estimating its magnitude. A fault-tolerant solution with some
performance degradation is mostly an acceptable alternative to part of a plant be-
coming unavailable. A performance index should be available to guide controller
re-design.

• Predetermined controller re-design:Predetermined reactions to faults can be
obtained in many cases and should be preferred when possible, due to less com-
plexity than the alternative. Predetermined solutions include estimator or con-
troller re-design done at the design stage.

• Autonomous controller re-design:When remedial actions depend on the state
of the system, online autonomous re-design can be necessary. Autonomous re-
design is considered the most challenging of the fault-tolerant control possibili-
ties, with a complexity equivalent to solutions in adaptivecontrol.

• Fail to safe state:When appropriate fault handling cannot be achieved, the su-
pervisor should make the system fail to a safe state. When autonomous re-design
is relevant, the supervisor should comprise an independentdiagnostic module for
performance monitoring and must retain the ability to fail to a safe state, should
proper performance of the re-design fail to be confirmed.

Fault diagnosis design. The structure information again provides a list of possi-
bilities. The reconfigurability measure for the faulty system indicates how difficult
reconstruction will be.

• Residual generator:Based on unmatched constraints, formulate the parity equa-
tions that can provide the basis for a residual generator.

• Detailed design for detection:Make a detailed design for diagnosis following
the results in Section 6.2 using the parity equations approach or Section 6.4 using
an optimisation-based approach.

• Detailed design for isolation:The selected remedial actions determine the re-
quirements for fault isolation. It is not necessary to isolate faults below the level
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where the fault propagation can be stopped.

• Detailed design for estimation:If the remedial action requires fault estimation,
design fault estimation if possible.

Control of the faulty system. Control of the faulty system is by nature of the prob-
lem, as difficult as a design of an original control system. However, if the fault is of
one of the simpler types in a sensor, a remedial action is sometimes straightforward.
This is also the case if the fault can be treated as an incremental change to the sys-
tem, or the fault is purely additive, then results in Chapter7 can be applied and show
the family of controllers that stabilise the system. In the general case of re-design,
the entire range of design methods in feedback control couldbe employed, however,
following the discussion in Chapter 7, a methodology is recommended that is based
on the formulation of a clearly defined performance specification.

• Sensor faults:Attempt to estimate the faulty measurement, design and employ
an observer; design an output feedback without using the faulty sensor; if the type
of fault is additive (bias or drift) consider a compensationthrough fault estima-
tion.

• Actuator faults: Consider the controllability without using the faulty actuator. If
possible, make a controller re-design for the faulty systemusing remaining ac-
tuators. If the actuator faults is physically additive, fault estimation may make it
possible to make a simple compensator.

• Plant faults: Consider controllability (stabilisability) of the faultysystem. Deter-
mine possible performance without re-tuning the controller. Investigate whether
a simple re-tuning can be achieved of the faulty system usingYoula-Kucera pa-
rameterisation.

• Reconfiguration: If other options fail, re-design the controller completely, to ob-
tain required performance.

• Time-to-reconfigure: If reconfiguration is needed and complete isolation cannot
be achieved within the required time to reconfigure, the set(Σ, τ) will need to
be selected assuming a worst-case condition in the set of diagnostic results. The
worst case fault is one that has the highest degree of severity.

• Change objective:When other possibilities are exhausted, relax the performance
objectives for the faulty system and design an appropriate controller.

• Fail to safe: If the original control objectives cannot be met, handling of the
problem by a the supervision function must be considered. The autonomous part
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of supervision must always be to offer graceful degradationand close down when
this is necessary as fall-back.

Supervisor logic. Supervisor inference rules are designed using the information
about which faults/effects are detected and how they are treated. The autonomous
supervisor determines the most appropriate action from thepresent condition and
commands. The autonomous supervisor must be designed to treat mode changes of
the controlled process and any overall/operator commands.Worst-case conditions
and overall safety objectives should have priority when full isolation or controller-
re-design cannot be accomplished within the required time to get within control
specifications after a fault.

Test. Tests should be complete. The main obstacle is the complexity of the resulting
hybrid system consisting of controller and plant. Transient conditions like switching
between normal and not-normal controllers - and reverse - should in particular be
carefully tested.

The above steps are intended to make the supervisor design cheaper, faster, and
better. The fault coverage is then (hopefully) as complete as is possible, because the
fault propagation analysis step in principle includes all possible faults. The analy-
sis is modular, because small subsystems are treated individually. Furthermore, the
strategy has the advantage that the system is analysed on a logical level as far as
possible before the laborious job of mathematical modelling and design is initiated.
This should ensure that superfluous analysis and design are avoided.

10.7 Bibliographical notes
The reconfiguration problem for the three-tank system described in Section 10.1 has been
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was the focus for [133]. [28] used a high gain observer for the nonlinear shaft speed dynamics,
similar to that of [19], however not adaptive. They applied a static detector to diagnose pitch
and engine gain faults. An estimate of the magnitude of sensor faults was used by the control
scheme to accommodate faults by setpoint alteration. Reflecting on the nonlinear dynam-
ics, uncertain parameters and complex designs of several earlier methods, [103] suggested a
neuro-fuzzy output observer for diagnosis. [270] suggested a Kalman filter solution where
non-switching fault accommodation was obtained using sensor fault estimation.

Describing the behaviour of steam generators considered in Section 10.4 results in highly
nonlinear models due to the coupling of many physical phenomena of different natures. Tak-
ing into account the fact that steam generators are among the most widelyspread processes,
many works have been devoted to the subject, e.g. [3], [29], [189],[251].

The coefficients of the thermal model described in Section 10.4 are computed by empirical
algorithms given in [251].

One of the first applications of fault-tolerant control in an industrial scalewas described in
[256] for mass-produced inverters for induction motors.

The process of arriving at development methods for fault-tolerant control is an evolution
where some areas of application have been explored, but a final formcannot be said to be
reached. Steps in the evolution include [22] presenting general ideas, [26] and [25] where ex-
perience from applying fault-tolerant methods for the the Ørsted satellite were incorporated,
[107] who treat the supervisor-logic level, [257] and [256] aiming at implementation in a
large volume industrial product and therefore also includes cost-benefit assessments.

Concerning implementation, a correct and consistent control system analysis should al-
ways be followed by equally correct software implementation. This is particularly relevant
for the supervisory parts of an fault-tolerant control scheme [107].Testing of the fault-tolerant
control elements is difficult since it is difficult to replicate the real conditionsunder which
faults occur. Well planned software architecture and implementation are thus crucial issues
for fault-tolerant control implementation. A study of the use of object-oriented programming
architectures was described by [137]. The fault-tolerant control area is hence very wide and
involves several areas of system theory. One overview [193] emphasised many algorithmic
essentials and the role of fault diagnosis. Another [22] presented an engineering view of the
means to obtain fault-tolerant control. Formal definitions were introducedin [21]. Analysis of
structure was covered in [76], [107] and [232]. Measures of recoverability were discussed in
[67], [76] and [268]. Quantitative techniques to assess the reliability of fault-tolerant control
implementations was the subject of [23], [266], [267].

Modeling for detection of faults in individual components have been widelystudied: [38]
filtered the star-point voltage of an AC motor around the fundamental frequency and used a
level test to detect AC motor faults; a model for simulation of turn faults waspublished in
[248]; detection of particular faults occurring in closed-loop AC motor actuators were studied
in [249]; [111] used diagnostic methods for centrifugal pumps; [208] analysed ways to detect
partial failure in power switch circuits. Performance of components wasconsidered by [239]
who analysed a multi-phase induction machine with faults. Analysis of an entire system was
treated in [55] who needed a fully hardware redundant solution, with duplicated permanent
motors, to cope with component faults. An AC motor with four windings was proposed for
fault-tolerant systems in [239]. The case study of electrical steering originated in the methods
to obtain system-wide fault-tolerance [22] and specific research resultsobtained in [254], in
the patent [20] and in [255].


